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ABSTRACT : In this paper, image fusion is performed by utilizing images derived from different cameras for the unmanned aerial 

vehicle (UAV).  By producing the fused image, the spatial resolution of the multispectral (MS) image is improved on the one hand 

and the classification accuracy on the other hand. First, however, the horizontal and vertical accuracy of the generated products, 

orthophoto mosaics, and digital surface models, is determined using checkpoints that do not participate in the processing of the 

image blocks. Also, the changes of these accuracies with a 50% increase (or decrease) of the UAV's flight height are determined. The 

study  area is the Early Christian Basilica C and the flanking Roman buildings, at the archaeological site of Amphipolis (Eastern 

Macedonia, Greece).  
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1. Introduction  

Since the early years of the emergence of the science of Remote Sensing, one of the main procedures of processing 

satellite images was image fusion, which is still studied today. Methodological image fusion procedures allow e.g., to 

improve the spatial resolution of multispectral (MS) images by exploiting the panchromatic (PAN) image of better spa-

tial resolution while trying to preserve to a large extent the spectral information of the original MS image [1 ɬ19] in the 

new fused image. 

The main spatial resolution ratio in PAN and MS satellite images of the same satellite system is 1/4, i.e., for spatial 

resolution Am in the MS image the spatial resolution of the PAN image is A/4m. In the literature , one can find countless 

image fusion papers with these ratios [9ɬ11].  

Secondarily, other image spatial resolution ratios are also exploited, for example, 1/3 and 1/60, mainly by fusing 

images from different satellite systems [12ɬ14]. 

In the case of cameras used in unmanned aerial vehicles (UAV), the spatial resolution ratios between the color 

(RGB) sensor (R: Red, G: Green, B: Blue) and the MS sensor (e.g., Parrot Sequoia+, Sentera Quad Multispectral Sensor, 

Sentera AGX710, Sentera 6X Multispectral Sensor, Slantrange 4P+, Sentek systems GEMS, MicaSense-RedEdge, etc) are 

mainly 1/4 and 1/3 (until a few months ago no UAV camera had a PAN sensor). 

In a previous paper [20], RGB and MS images of the same camera for UAV, the Sequoia+ (by Parrot), were fused 

in order to improv e the spatial resolution of the MS image and thus improve the classification accuracy by exploiting 

the fused image. For the same reasons, in this paper, images from different cameras for UAV  will be fused.  

As in the previous paper [20], the same question could be asked here: when the flight height of UAVs is so small 

(a few meters or tens of meters), therefore a very good spatial resolution is already available in the MS image, why is it 

necessary to improve the spatial resolution of the MS image? First of all, an answer can be given if one considers the 

shift of major manufacturers of multispectral cameras for UAVs, such as MicaSense (RedEdge-P camera with a high-



Drones and Autonomous Vehicles, 2022, 1, 1 2 of 17 

 

 

resolution panchromatic band), towards the creation of new cameras for UAVs which have (in add ition to the MS sensor) 

also a PAN sensor, and have as the main argument the possibility to improve the spatial resolution of the MS image.  

However, before the above image fusion is performed, the horizontal and vertical accuracy of the generated prod-

ucts will be determined using Ground Control Points (GCPs) and Check Points (CPs), and the changes of these accura-

cies with a 50% increase (or decrease) of the UAV's flight height will be determined. The cameras to be utilized are the 

Phantom 4's 1/2.3" CMOS 12.4Mp RGB camera 1/2.3" and the MS+RBG camera Sequoia+ (by Parrot), while the study 

area is the Early Christian  Basilica C of the Amphipolis archaeological site (Eastern Macedonia, Greece, Figure 1).  

 

Figure  1. Greece in Europe and the location of Ancient Amphipolis in the Greek territory . 

2. Study Area 

The Early Christian Basilica C is located in the acropolis of ancient Amphipolis ( Figure 2 and 3), at an altitude of 

~120 m, dating back to the 6th century AD and came to light after excavations carr ied out in the 1960s and 1970s. It 

consists of the main temple measuring ~28×18 m (Figure 2) and the three aisles, which were separated by two colonnades 

of six columns each. In the eastern part of the temple, there is a niche (semicircular arch) with a radius of ~6.5 m. In the 

western part of the temple and perpendicular to the aisles is the narthex, whose dimensions are ~16.5×4 m, while in the 

southern part of the temple there is the atrium. It is worth noting that magnificent mosaics were found on the fl oor of 

the narthex and in the three aisles. Roman buildings were discovered to the west and south of the temple, and it is 

suspected that much of the western buildings lie beneath Basilica C [21ɬ23].  

 

Figure  2. On the left, the wider area of ancient Amphipolis: in light gray the contour curves (relief), in dark gray the 

modern road network, in black the walls of the ancient city and in red in the center of the left figure the position of Early  

Christian Basilica III. Right the MS orthophoto mo saic from Sequoia+ (bands: G, R, Near-infrared -NIR) of the Early 

Christian Basilica III and the adjacent Roman buildings . 
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Figure 3. Panoramic photography of the study area. Location of the ground shot from the path in the eastern part of the 

right image of Figure 2. Among other things, the elevation differences are also evident (relief). 

3. Equipment  

The Phantom 4 was used for mapping, which is equipped with the RGB camera 1/2.3" CMOS 12.4Mp (from now 

on the camera will be called RGB Phantom). The Sequoia+ camera (by Parrot) was also mounted on the UAV at the 

same time. The main characteristics of the two cameras are presented in Table 1. 

Table 1. The characteristics of the cameras. 

Camera Technical specifications  

Sequoia+ 

Multispectral camera (Body): 

ɈɯƘɯÚ×ÌÊÛÙÈÓɯÊÈÔÌÙÈÚȯɯ&ÙÌÌÕɯƙƗƔɬ570 nm, Red 640ɬ680 nm, Red Edge 730ɬ740 

nm, Near Infrared 770ɬ810 nm, 1.2 MP, 10 bits Global shutter. Pixel Size / Fo-

cal Length / Pixel count: 3.75 µm / 3.98 mm / 1280×960 

Ɉɯ1&!ɯ"ÈÔÌÙÈɯƕƚɯ,/ɯ1ÖÓÓÐÕÎɯÚÏÜÛÛÌÙȭɯPixel Size / Focal Length / Pixel count: 

1.34 µm / 4.88 mm / 4608×3456 

Ɉɯ(,4ɯǶɯ,ÈÎÕÌÛÖÔÌÛÌÙ 

Sunshine sensor: 

ɈɯƘɯÚ×ÌÊÛÙÈÓɯÚÌÕÚÖÙÚɯÞÐÛÏɯÛÏÌɯÚÈÔÌɯÍÐÓÛÌÙÚɯÈÚɯÛÏÖÚÌɯÖÍɯÛÏÌɯ,ÜÓÛÐÚ×ÌÊÛÙÈÓɯÊÈÔÌÙÈɯ

(Body) 

Ɉɯ&/2 

Ɉɯ(ÕÌÙÛÐÈÓɯ,ÌÈÚÜÙÌÔÌÕÛɯ4ÕÐÛɯȹ(,4ȺɯÈÕËɯ,ÈÎÕÌÛÖÔÌÛÌÙ 

RGB Phantom 

Ɉ 2ÌÕÚÖÙȯɯƕɤƖȭƗɂɯ",.2ȮɯƕƖȭƘɯ,× 

Ɉ +ÌÕÚȯɯ%.5ɯƝƘȘɯƖƔɯÔÔɯȹƗƙɯÔÔɯÍÖÙÔÈÛɯÌØÜÐÝÈÓÌÕÛȺɯÍɤƖȭƜɯÍÖÊÜÚɯÈÛɯȆ 

Ɉ Image Size: 4000×3000 

For the measurement of X, Y, Z on the Greek Geodetic Reference System 1987 (GGRS87) of 18 GCPs and 20 CPs 

(Figure 4), paper targets (Figure 5) of 24x24cm and the GPS Topcon Hiper SR (RTK: 10mm horizontal accuracy and 

15mm vertical accuracy) were used. 



Drones and Autonomous Vehicles, 2022, 1, 1 4 of 17 

 

 

 

Figure  4. Distribution of GCPs (symbol: triangle) and CPs (symbol: circle) (Sequoia+ MS orthophoto mosaic background, 

bands: G, R, NIR). 

 

Figure  5. RGB Phantom image excerpt. On the left, the mosaic of the through of the temple, part of which will be de-

picted in the chapter of the production of the fused image. On the right, the paper targets of GCPs and CPs measuring 

24×24 cm. 

4. Flight Planning  

The flight took place on 21/02/2022 from 11:00 am ɬ 12:30 pm, with a ground temperature of 14oC and no cloud 

cover. Flight heights were 30 m and 45 m, and flight speed was the minimum (~2  m/s). The autopilot was set to cover a 

larger area than the study area to ensure no mapping gaps. From the set of strips and images captured by both cameras, 

specific information (less than the available information) was utilized, but it overlapped the stu dy area. The images 

overlay ϢϤЮϦϧϚϝϔϠɯƜƔǔɯÍÖÙÞÈÙËɯÈÕËɯƜƔǔɯÚÐËÌɯÍÖÙɯÛÏÌɯ1&!ɯ/ÏÈÕÛÖÔȭɯ%ÖÙɯ2ÌØÜÖÐÈǶȮɯƜƔǔɯÍÖÙÞÈÙËɯÖÝÌÙÓÈ×ɯÞÈÚɯÊÈÓÊÜÓÈÛÌËɯ

and introduced with time laps in the camera software. As can be observed in Figure 6, the images (RGB or MS) of 
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Sequoia+ cover ~85% of the surface area of the RGB Phantom images. This results in a constant side overlay of 80% of 

the RGB Phantom images resulting in ~65% or ~80% side overlay on the Sequoia+ images (sufficiently good overlay 

rates for the processing of the Sequoia+ images). This is the reason why in the case of Sequoia+ and for a flight height of 

45 m, an additional strip of images was exploited, so that the study area has no mapping gaps (the same is not true in 

the case of the 30 m flight height, where the same number of strips covered the study area without mapping gaps for 

both cameras). Thus, for 30 m flight height 5 strips with a total of 30 images were used for both RGB Phantom and 

Sequoia+ (RGB or MS), while at 45 m 2 strips with a total of 10 images were used for RGB Phantom and 3 strips with a 

total of 13 images (RGB or MS) for Sequoia+. 

 

Figure 6. Two images with flight directions from south to north. On the left, the RGB image of the RGB Phantom. In the 

yellow frame the surface covered by the images (RGB or MS) of Sequoia+. On the right, the Green band of the MS image 

of Sequoia+. 

5. Image Processing 

5.1. Production and Control of Orthophoto Mosaics ϝϔϜɯ#2,Ú 

The data radiometric quality of MS cameras for UAV is still uncertain and for that , it is necessary to calibrate 

spectral information with spectral targets. The reflectance response of the spectral targets is calculated in situ with a 

spectrometer [24ɬ32]. In this paper, a spectrometer was not available and therefore shortly before the end of the images, 

the suitable calibration target of the Sequoia was imaged [26ɬ33]. Target was automatically detected by the Agisoft 

Metashepe© and was calculated the reflectance values of the green, red, red-edge, and NIR spectral bands. 

The Agisoft Metashape© was utilized to produce the Digital Surface Models (DSMs) and orthophoto mosaics of 

both cameras, for both flight heights (Figure 7 and 8). The cameras used in this paper are column-parallel readout ci r-

cuits, which operate with line memories that are produced by the simultaneous readout of all pixels in a row. The 

readout is conducted from top to bottom and row -by-row (rolling shutter). A setback of this process is that pixels in 

different rows are exposed to light at different times causing skew and other image problems, especially for moving 

objects, subsequently decreasing image quality [34ɬ39]. Thus, to minimize these errors, during the above image pro-

ÊÌÚÚÐÕÎȮɯÛÏÌɯɁ$ÕÈÉÓÌɯÙÖÓÓÐÕÎɯÚÏÜÛÛÌÙɯÊÖÔ×ÌÕÚÈÛÐÖÕɂɯÖ×ÛÐÖÕɤÊÖÔÔÈÕËɯÞÈÚɯÌÕÈÉÓÌËɯÐÕɯÛÏÌɯÚÖÍÛÞÈÙÌȭɯ4ÚÐÕÎɯÛÏÌɯƕƜɯ&"/Úɯ

on all image blocks the results of the processing are presented in Table 2. 


