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ABSTRACT: Unmanned aerial vehicle (UAV) systems can fail during civil and military operations. This presents a significant 
challenge for human teleoperators (remote pilots) in determining task reallocation after member loss within the fleet. To alleviate 
the high cognitive load on teleoperators in critical situations, a decentralized strategy was developed to resolve the combined task 
assignment and vehicle routing problems. This Integrated Consensus Framework (ICF) not only solves the combined problem but 
also adds a unique ability to identify the loss of a vehicle and dynamically reroute agents to abandoned tasks to achieve a satisfactory 
solution. ICF is a two-tiered approach that combines a novel algorithm, the Caravan Auction (CarA) algorithm, with a path-planning 
strategy to identify when UAVs are lost and reallocate orphaned tasks. The CarA Algorithm consists of three phases: auction, 
consensus, and validation phases. An experiment using Monte Carlo simulations was conducted to determine the performance of 
ICF. Teleoperators assigned to complete multiple tasks with UAVs in dangerous environments can allow the proposed system to 
perform task assignments and reallocation while offering only supervisory control as needed. The results indicate this novel 
approach provides comparable performance to existing strategies, doing so with the addition of randomized UAV loss. 
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1. Introduction 

Unmanned aerial vehicles (UAVs) are being heavily utilized for a growing number of applications in both the civil 
and military arenas. Examples include domestic traffic monitoring [1], surveying and assessing land and buildings [2], 
border patrols [3], security surveillance [4], agriculture [5,6], parcel delivery [7–9], wildfire monitoring [10], 
entertainment [11], and military operations [12]. 

The vehicle routing problem (VRP) is a generalization of the Traveling Salesman Problem, which seeks to 
determine how a single agent can efficiently traverse multiple points only once. In the VRP, a fleet of identical vehicles 
with finite capacity must deliver goods from a central depot to Nc dispersed customers [13]. Over the years, researchers 
have studied this problem and its variations [14]. One well-known variation is the dynamic Vehicle Routing Problem, 
which presents real-world situations in which vehicles are forced to adjust in transit in response to changes in the 
problem state, such as schedule changes, new demands, or lost vehicles. This problem has been studied extensively, 
leading to numerous solutions [15–18]. Further extensions to this problem have been explored for application in UAVs 
[19–24]. Hino and Tsuchiya investigated aerodynamically efficient path planning for unmanned aerial vehicle (UAV) 
fleets [25]. Coordination between unmanned aerial and ground vehicles has been explored [26], as well as the ability of 
a UAV fleet to conduct a cooperative ground mission [27]. Taran and Homaeinezhad examined adaptive consensus to 
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control the actions of multiple UAVs [28]. Chen, Du, Zhang, & Wei modeled a coverage path planning approach for 
choosing paths of a mixed fleet of varying UAVs types by clustering the regions to be serviced [29]. 

The assignment problem (AP) is a fundamental combinatorial optimization problem that involves finding an 
optimal matching in a weighted bipartite graph. In these problems, elements from one set are matched with elements 
from another set. This is most generally observed when certain types of agents are matched with tasks, where the goal 
is usually to maximize a predefined objective function. Many studies have investigated this area as a centralized problem 
[30], a decentralized problem [31,32], dynamic behavior in the environment [33,34], and consensus among agents 
[19,35]. A number of these studies have proposed solutions using auction algorithms. Brunet [35] developed the 
Consensus-Based Bundle Algorithm (CBBA), a decentralized way to have a fleet of agents “bid” on individual tasks 
assembled into a bundle for that agent, with assignments made based on the calculated score for each task. This was an 
extension of an approach first proposed by Alighanbari [36]. Later work by Choi, Brunet, & How [37] demonstrated 
the excellent performance of CBBA compared to prior auction algorithms for task assignment. CBBA has been adapted 
by Zhang, Feng, Shi, Jiang, Chowdhury, & Ling [38] for use by UAV swarms with new constraints such as task 
deadlines, different task categories, emergence of new tasks, and UAV capacity constraints. Chen, Qing, Ye, Xiao, You, 
& Sun [39] examined extending CBBA to include local replanning as CBBA-LR. The goal was to allow tasks to be 
reassigned when a new, time-sensitive task emerged, as might be expected in emergencies such as search and rescue 
functions. Jung [40] considered the possibility that a UAV might be lost due to system failure or using up its fuel after 
task assignment. Li, Ren, Shi, Lin, & Qin [41] explored a different threat that has become more pressing—the 
vulnerability of agents to cyber attacks such as Denial of Service (DoS) efforts by a hostile force to disrupt the 
communications that networked multi-agent systems need for effective operation.  

Auction algorithms offer an intuitive approach to solving classical assignment problems. In this approach, agents 
bid on tasks. Bids are generally resolved by calculating the net value of a task’s rewards. Improvements to naive auction 
algorithms have been proposed [42]. Further advances in auction algorithms have led to solutions to variations in 
assignment problems [32]. Often, for UAVs, AP and VRP do not exist independently [19,35,43] but are tightly coupled. 
Li, Yue, Shi, Lin, & Qin [44] utilized neural networks to aid multi-agent systems dealing with uncertainty in target 
location in a dynamic environment of mobile targets and variations in speed. The potential for using UAVs organized 
in swarms has necessitated even more complex coordination [45–50]. Generational advances in communication 
technology with the advent of 5G mobile networks have supported greater capacity for connected devices and 
correspondingly greater communication integration for UAVs [51]. The anticipated 6G wireless technology is expected 
to continue expanding the utility of multiple UAV systems [52,53].  

1.1. Motivation 

As applications become more complex, the systems that perform them must also become correspondingly complex. 
Given their increased complexity, these systems are prone to failure. Furthermore, specific applications of UAVs can 
be dangerous and jeopardize the safety of these systems. Examples of such tasks include fire surveillance and military 
applications. The U.S. RQ-170 incident, in which the government of Iran allegedly took control to crash a UAV, 
provided clear evidence that these systems were not impervious [54]. Therefore, it is important to mitigate these 
potential threats for risky applications. 

1.2. Contribution 

This study extends previous work by other researchers [35,37] and proposes a methodology to determine when an 
agent may be lost, and its task must be reassigned. In previous approaches, auction algorithms have been combined 
with consensus algorithms to perform task allocation. An extension was provided to address the path planning using 
Dijkstra’s algorithm. This study introduces a novel two-tiered strategy called the Integrated Consensus Framework (ICF) 
[55]. It comprises a new three-phased methodology termed the Caravan Auction (CarA) Algorithm for the AP and 
Dijkstra’s Algorithm for the VRP. The multiple assignment CarA technique extends the Consensus-Based Auction 
Algorithm (CBAA) developed by Brunet [35] by providing awareness for lost resources, prioritizing remaining tasks, 
and adopting abandoned tasks. The differences from prior research include the following: 

1. Task validation for executed assignments—Nanjanath and Gini [31] incorporated validation of task execution, but 
not the precedence of the tasks. 
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2. Identification and fleet-wide notification of lost UAVs—Jung [40] considered lost resources but had a centralized 
task assignment process. Brunet [35] and Rabbath [43] utilized a decentralized task assignment, but they did not 
allow for lost resources. 

3. Reallocation of tasks to available agents and re-routing to the new tasks—Brunet [35] and Choi, Brunet, and How 
[37] developed efficient task allocation assignments, but did not extend to reallocation as agents dropped out of 
communication with the fleet (either temporarily or permanently) or were lost.  

4. Better performance than benchmark studies for some of the factors of interest including the optimality gap, the 
number of convergence steps, and the mean and standard deviation of execution times. 

Section 2 provides mathematical formulations for task assignment and vehicle routing problems. Further 
mathematical descriptions of the decentralized auctions and consensus algorithms are presented. In Section 3, the ICF 
is decomposed along with algorithmic descriptions. Section 4 provides a brief description of the Monte Carlo simulation. 
In Section 5, the ICF is compared with two benchmark algorithms. Section 6 summarizes our findings regarding ICF.  

2. Problem Formulation 

The combined task assignment and vehicle routing problem is decomposed for mathematical formulation. 

2.1. Task Assignment Formulation 

The task assignment problem is a combinatorial optimization problem generally described as the minimization (or 
maximization) of a global objective while adhering to a conflict-free assignment of Nm tasks to Nu agents. For each 
agent i assigned to task j, the associated net value score sij. A binary variable describes the assignment with xij equal to 
1 if agent i is assigned to task j and 0 otherwise. In this scenario, the objective is to maximize the overall score of the 
agents. When presented as a linear programming problem, the AP is formulated as: 

𝑚𝑎𝑥  ෍෍𝑠௜௝𝑥௜௝

ே೘

௝ୀଵ

ேೠ

௜ୀଵ

 (1) 

subject to ∀𝑖 ൌ ሼ1, … ,𝑁௨ሽ:∑ 𝑥௜௝ ൑ 1ே೘
௝ୀଵ   

∀𝑗 ൌ ሼ1, … ,𝑁௠ሽ:෍𝑥௜௝ ൑ 1

ேೠ

௜ୀଵ

  

∀𝑖 ൌ ሼ1, … ,𝑁௨ሽ, ∀𝑗 ൌ ሼ1, … ,𝑁௠ሽ: 𝑥௜௝ ∈ ሼ0,1ሽ  

2.2. Auction Algorithms 

Auction algorithms are combinatorial optimization algorithms established as a methodology to address both AP and 
VRP using linear or nonlinear costs. A sales auction is conducted by determining the best price (cost) for a set of products 
(tasks) proposed by a set of bidders (agents). These auctions are regulated in centralized and decentralized manners. 

Auction algorithms seek to determine an economic equilibrium by assigning all tasks to the highest bid from each 
agent. Each agent acts in a greedy manner. Consider that task j has a score sij which is the difference between the reward 
aij for assigning task j to agent i and price pj of task j. 

𝑠௜௝ ൌ 𝑎௜௝ െ 𝑝௝ (2) 

The value of price updates reflects the current bid as the assignment procedure progresses. In the naive auction 
algorithm, shown in Equation (2), updates in rounds are initialized with a randomly assigned set of tasks and agents. 
Using the sales auction analogy, while an agent must pay price pj for task j, it believes that it has acquired the maximal 
value for task j if: 

𝑗∗ ൌ 𝑎𝑟𝑔𝑚𝑎𝑥
௝

൛𝑎௜௝ െ 𝑝௝ൟ (3) 
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If this condition holds and task j* is unassigned, agent i is assigned task j* and is satisfied. This simple methodology 
holds true until agents run into a situation in which two agents can continually swap tasks, resulting in a churning 
behavior. To resolve this potential issue, the price of task j* is increased, such that the task price is now: 

𝑝௝∗ ൅ 𝛾௜ (4) 

where 𝛾௜ ൌ 𝑣௜ െ 𝑤௜ (5) 

νi is the best score for agent i: 

𝑣௜ ൌ 𝑚𝑎𝑥
௝
൛𝑎௜௝ െ 𝑝௝ൟ (6) 

and wi is the second-best score for agent i: 

𝑤௜ ൌ 𝑚𝑎𝑥
௝ஷ௝∗

൛𝑎௜௝ െ 𝑝௝ൟ (7) 

The bidding increment γi sets the price for the assigned task such that agent i views no difference between task j* 
and the second-highest score task. The bidder’s preferred task is now considered less attractive to potential competitors. 
One flaw in this approach is that bidding increments of zero occur when more than one task offers a maximal value to 
an agent. Bertsekas [29] resolved this problem by introducing a perturbation mechanism that ensures that each bid for 
a task raises its price by a minimum positive increment, ε, thereby resolving an issue with a zero-bidding increment. 
This method resembles the naïve auction algorithm, except that the bidding increment γi is: 

𝛾௜ ൌ 𝑣௜ െ 𝑤௜ ൅ 𝜀 (8) 

In the generalized auction algorithm case, the auctioneer is considered to have full knowledge of bidders’ prices 
and states. Yet many situations warrant a methodology when communication to the fleet of agents is not continual, and 
price updates are not immediate upon assignment. These cases call for decentralized auction algorithms, where the score 
for each agent/task pairing is calculated as: 

𝑠௜௝ ൌ 𝑎௜௝ െ 𝑝௜௝ (9) 

In this instance, price 𝑝௜௝ is now associated with agent i instead of being a generalized value. Similarly, the value 
of score 𝑠௜௝ is also localized. In this approach, the auctioneer is shifted from a centralized server to agents acting as 

auctioneers. The auctioneer determines winner i* based on the highest bid: 

𝑖∗ ൌ 𝑎𝑟𝑔𝑚𝑎𝑥
௜

൛𝑠௜௝ൟ (10) 

This process is iterated until all tasks are appropriately assigned. 

2.3. Consensus Algorithms 

Maintaining consistent situational awareness in decentralized systems is an important and challenging task. Proper 
coordination involves having each agent be aware of the other agents’ states and the surrounding environment. In the 
physical layer, data synchronization provides the necessary situational awareness to perform cooperative and 
coordinated actions among teams. Data synchronization occurs at either the input or the output of a coordinated 
algorithm. Several issues complicate the data synchronization efforts, including unreliable communication links and 
range limitations. Consensus algorithms provide a method for decentralized systems to converge on important 
information such as target locations and vehicle states. 

Beard and Stepanyan [56] defined the conditions for data synchronization or what will become the consensus 
algorithm using a set of agents 𝑈 ൌ ሼ𝑢ଵ, … ,𝑢௡ሽ such that the data are synchronized if the information variables r for 
each agent ui and uj demonstrate: 

ฮ𝑟௜ሺ𝑡ሻ െ 𝑟௝ሺ𝑡ሻฮ ൌ 0 (11) 

where ri is the information variable for agent i. The set of agents U is globally asymptotically synchronized if, for any 
ri(0), ฮ𝑟௜ሺ𝑡ሻ െ 𝑟௝ሺ𝑡ሻฮ → 0 

௧→ஶ
for all pairs of agents. 

The information variables are assumed to be continuously updated using the updated law over time, as follows: 
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𝑟ሶ௜ ൌ 𝑓௜൫𝑟ଵ, 𝑟ଶ, … , 𝑟ே ,𝐺ሺ𝑡ሻ൯ (12) 

where G(t) is an adjacency matrix representing the communication topology at time t. Adjacency matrices are a 
convenient way of representing directed graphs. The adjacency matrix G(t) has a binary representation in a matrix 
format such that: 

𝐺௜௝ ൌ  ൜
1, if there is an edge from 𝑢௜  to 𝑢௝  
0, otherwise                                         

 (13) 

The matrix is also considered to be piecewise constant at time t but is dynamic in nature with random changes in 
its elements over its duration. 

3. Integrated Consensus Framework (ICF) 

ICF is a two-tiered hierarchical framework designed to resolve combined task and vehicle routing problems. This 
framework extends the existing paradigm of hierarchical frameworks by providing a unique, real-time solution for 
UAVs (and other agents) that lose resources during a mission. A simple functional diagram of the framework is shown 
in Figure 1 illustrating the relationship between the upper and lower levels. The top layer introduces the new CarA 
Algorithm, which provides high-level functionality including task scheduling and resource allocation.  

The algorithm ensures cooperation among the fleet of agents and the notification of task execution through 
broadcast messages. If an agent is lost, the algorithm also ensures that orphaned tasks are reassigned. The path-planning 
layer conducts a low-level computational effort, which includes the calculation of costs from an agent to tasks and the 
optimal paths to a task. Cost is used to determine the bid score for an agent/task assignment. 

 

Figure 1. Integrated Consensus Framework Architecture. 

3.1. Caravan Auction (CarA) Algorithm 

The CarA Algorithm comprises three phases, as shown in Figure 2. The algorithm is a single-assignment approach 
that combines aspects of auction and consensus algorithms with a novel validation strategy developed to ensure task 
completion. This figure provides an illustrative description of the interactions among the three phases. 

The first element is the auction phase, in which each agent places a bid on the available tasks within its capability 
to complete. After the agent wins one of its bids, it enters the consensus phase. This ensures that the task is assigned to 
the most qualified agent. In a dynamic environment, where agents in motion enter and leave the communication range, 
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this phase must be iterated repeatedly, and agents must compare their bids and simultaneously move into the validation 
phase. If an agent is outbid, it surrenders the task and restarts the auction.  

The validation phase is an original contribution that monitors the task completion time limits and task completion 
in general. Each agent in the consensus phase, which compares bids on tasks, is also in the validation phase and monitors 
task status updates, including its own. When an assignment is completed, an agent in this phase notifies its peers of the 
task completion. Each agent in contact notes the completion. If an agent fails to complete its task within the presumed 
time limit, which includes a buffer for lost connectivity, the agent is presumed to be lost and its task is released. This 
newly orphaned task is added to the set of unassigned tasks, and unassigned agents compete for it. If the originally 
assigned agent returns to connectivity before time expires, the process continues. Alternatively, if it returns to 
connectivity after its time limit, it must compete for new tasks. 

 

Figure 2. Caravan Auction (CarA) Algorithm Task Flow. 

3.2. Auction Process 

Each agent receives a graph G = (V,E), which has a vector of the location of tasks v such that v ⸦ V and are the 
only global information provided to the agents. Each agent obtains a vector of scores si that serves as bids for possible 
tasks. Initialized as a set of zeros, this vector is populated based on the path-planning strategy, which provides values 
such that sij ≥ 0. 

The agents store five vectors of length Nm throughout the assignment process. The vector 𝒙௜ሺ𝑡ሻ ∈ 𝐼 is a list of 
agent assignments to tasks belonging to agent i at time t such that xij(t) = k if task j is assigned to agent k and 0 otherwise. 
The index set was defined as 𝐼 ≡ ሼ1, … ,𝑁௨ሽ. The following vector 𝒕௜ሺ𝑡ሻ ∈ ℝ+ lists the times at which task j is assigned; 
this time vector, 𝒕௜ሺ𝑡ሻ, is initialized such that tij(0) = 0 Ɐj. The third vector is 𝒚௜ሺ𝑡ሻ ∈ ℝ+, which provides the latest 
winning bid for each task. This is initialized as yij(0) = 0 Ɐj. The fourth vector 𝒛௜ሺ𝑡ሻ ∈ ሼ0,1ሽே೘ is the list of completed 
tasks. This vector is initialized as zij(0) = 0 Ɐj. The fifth and final vector of agent i, 𝒇௜ሺ𝑡ሻ ∈ ሼ0,1ሽே೘, is the list of 
released or orphaned tasks at time t. The value of fij is 1 if an agent assigned to task j exceeds its time limit to establish 
connectivity and 0 otherwise. The released task vector is initialized such that fij(0) = 0 Ɐj. 

After the initialization of these vectors, the agent determines whether each task is unassigned or has been 
abandoned. If so, the agent determines whether it can accomplish the task. The ability of an agent to perform a certain 
task is expressed in the capability matrix 𝑲௜ ∈ ሼ0,1ሽேೠൈே೘ which defines whether an agent can perform a task. The 
capability element kij equals 1 if agent i can perform the task and 0 otherwise. 

The winning bid list, list of completed tasks, and capability matrix are utilized to generate the available list of tasks 
𝑯௜ሺ𝑡ሻ ∈ ሼ0,1ሽே೘ for agent i at time t by comparing the score it can achieve with the current winning bids on tasks that 
have not been completed, such that: 

𝑯௜ ൌ ൫𝒔௜ ൐ 𝒚௜ሺ𝑡ሻ ∧ ൓𝒛௜ሺ𝑡ሻ൯ ∧ 𝑲௜ (14) 

where (a > b) is a Boolean vector whose jth element is 1 if a(j) > b(j) and 0 otherwise. 
An unassigned agent selects task 𝐽௜ and assigns it a maximum score based on the current winning bid list: 

𝐽௜ ൌ 𝑎𝑟𝑔𝑚𝑎𝑥
௝

൛𝐻௜௝𝑠௜௝ൟ (15) 
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The agent then updates its task list xi(t) to show that it is now assigned task Ji. Time t was also recorded when task 
Ji was assigned. The agent then records the maximum score on the winning bid list for Task Ji. The competing agents 
also record the winning agent in their respective task lists and winning bid lists stored in their memory. 

3.3. Consensus Process 

Conflict resolution is necessary to ensure that the agent with the highest bid is assigned to the correct task. An 
underlying feature of this mitigation technique is the requirement for auction algorithms to be fully networked or to 
possess a way to route through agents to connect competitors. The CarA algorithm relaxes this condition by utilizing a 
consensus process that updates the bids of each agent and the winning list to determine the current winner for each task. 
Thus, synchronous bidding allows conflict resolution for all tasks, thereby eliminating the need for a rigid 
communication structure. 

In this process, agents send their winning agent lists, winning bid lists, and assignment times to every agent with 
which they maintain an active connection. The communication matrix G(t) behaves similarly to the adjacency matrix 
𝐺ሺ𝑡ሻ, in this algorithm. Agents with communication links between them are neighbors. Formally, if agents i and k are 
neighbors, gik(t) = 1. Additionally, every agent has a self-connecting link; therefore gii(t) = 1 Ɐi. 

The lists are compared, and each task j is updated in the winning bid list for any incomplete task such that: 

𝑦௜௝ሺ𝑡ሻ ൌ max
௞
𝑔௜௞ሺ𝑡ሻ ⋅ 𝑦௞௝ሺ𝑡 െ 1ሻ (16) 

A side effect of this dynamic behavior is that agent i may be reassigned using: 

𝜓௜௝ሺ𝑡ሻ ൌ 𝑎𝑟𝑔𝑚𝑎𝑥
௞

𝑔௜௞ሺ𝑡ሻ ⋅ 𝑦௞,௃೔ሺ𝑡 െ 1ሻ 

𝑥௜,௃೔ ൌ ቊ
0   𝑖𝑓 𝜓௜,௃೔ ് 𝑖
𝑥௜,௃೔ሺ𝑡ሻ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑡௜,௃೔ ൌ ቊ
𝑡௞,௃೔     𝑖𝑓 𝜓௜௝ ് 𝑖
𝑡௜,௃೔ሺ𝑡ሻ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(17) 

Through information sharing, the winning bid list reflects the largest values of 𝑦௜௝ for agent i and its neighbors. 

Any agent relinquishing a task reenters the auction phase after visiting the validation phase. This could lead to repetitive 
cycling. A perturbation mechanism, ε, was added as a safety measure against churning behavior. The mechanism sets a 
buffer that a challenging agent must overcome to assume a task assignment. In this study, the perturbation mechanism 
was set as ε = 10−6. Brunet [27] determined this value to be an appropriate measure to ensure fleet consensus. Therefore, 
the condition for agent i to swap tasks from agent k is as follows: 

𝑦௜௝ െ 𝑦௞௝ ൐ 𝜀 (18) 

In the event of a tie, resolution occurs based on the agent’s lexicographical order. 

3.4. Validation Process 

The third phase of the CarA Algorithm is the validation phase, which involves agent monitoring and remediation. 
At onset, agent k will initialize its release times, 𝑻௞ ∈ ℝ+ for each agent. Agent k sets the release time for agent i such 
that Tki = 0. 

Agents provide information regarding whether a task has been completed. Task completion is determined by the 
arrival of an agent at an assigned task location. Hence, if Agent i has the same location l as the assigned task lJi: 

𝑧௜௝ሺ𝑡ሻ ൌ ቊ
1   if 𝑙௜ሺ𝑡ሻ ൌ 𝑙௃೔ሺ𝑡ሻ

0   if 𝑙௜ሺ𝑡ሻ ് 𝑙௃೔ሺ𝑡ሻ
 (19) 

The completion of a task resets all the specific task information and updates the completed task list. Deletion of a 
task involves agent i updating its stored vectors by resetting all elements associated with the completed task j to zero. 
These stored vectors represent the task time, score, winning agent, and winning bid. 

As part of the validation phase, agent i notifies its neighbors of completing a task, such that: 

𝑧௜௝ሺ𝑡ሻ ൌ 𝑔௜௞ሺ𝑡ሻ ⋅ 𝑧௞௝ሺ𝑡ሻ,∀𝑗 (20) 

This communication provides decentralized shared memory to the agents of the task state even if there is no direct 
communication link between agent i and some other agent q; for example, if agent i can communicate with agent k but 
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not with agent q. Information from agent i can still be provided to agent q assuming that agent k can relay the original 
message to agent q. 

After updating its task list through its own efforts and information from other agents, agent i checks each task in 
the list for completed items marked for deletion, as described by: 

𝑧௜௝ሺ𝑡ሻ ൌ 1,∀𝑗 (21) 

The second major function of the validation process was to determine whether any task exceeded the allotted 
completion time. During each time step of the validation phase, Agent k attempts to communicate with agent i to update 
the release time Tki such that: 

𝑇௞௜ሺ𝑡ሻ ൌ 𝑔௜௞ሺ𝑡ሻ ⋅ 𝑡௞ ൅ 𝛿௜ ,∀𝑖 (22) 

where δi is the communication dropout time increment for agent i. This value represents the time at which an agent must 
report its status to its fellow agents. If an agent maintains active communication, release time will never be reached. If 
an agent loses connectivity (from its destruction or a major system failure), a release procedure is first examined to 
determine whether agent k is assigned task j or if task j is complete, such that: 

𝑥௞௝ሺ𝑡ሻ ് 0 ∧ 𝑧௞௝ሺ𝑡ሻ ൌ 0 (23) 

If agent k determines that the time limit to accomplish the assigned task 𝐽௜ is exceeded, the agent will identify the 
task owner as agent i as described by: 

𝑥௞௝,௃೔|𝑡௞ ൐ 𝑇௞௜ ൌ 𝑖 (24) 

Agent k then updates its records for task j by resetting the assignment time, score, task owner, and winning bid to 
zero, except for the lost task element, which is now identified as true. The determining agent k then notifies each agent 
that the task has been released, and the message is propagated as follows: 

𝑓௜௝ሺ𝑡ሻ ൌ 𝑔௜௞ሺ𝑡ሻ ⋅ 𝑓௞௝ሺ𝑡ሻ,∀𝑗 (25) 

Upon notification of a task’s release, the agents compete for the orphaned task in the auction phase. 

3.5. Path Planning Strategy 

The proper routing of agents to tasks is necessary to provide a suitable approach for mobile agents. Although any 
number of path-planning strategies can be employed in ICF, this study examines a slight modification of Dijkstra’s 
algorithm. In the original solution, Dijkstra’s algorithm finds the shortest path between two points, producing the 
shortest path tree in time 𝑂ሺ𝑛ଶሻ. 

Under a constant rate of change, the agent will not only find the shortest path but also the shortest time between 
the two points. A minimization of the visit time tv to the desired vertex results in maximization of the task score. The 
score for the kth vertex is: 

𝑠௞ ൌ 𝑎௞𝑒ିఒ௧ೡ (26) 

Reward ak is for the task located at the kth vertex. The discount factor for the score is defined as 0 ≤ λ ≤ 1. (The 
undiscounted score is analogous to the reward described earlier.) 

The agent determined the scores for each task located at the vertices in the graph. The score vector for agent i, si, 
is a tuple of task scores along its optimal path. The vector is: 

𝒔𝒊 ൌ ሼ𝒔𝒌, 𝒔𝒌ି𝟏, … 𝒔𝟏, 𝒔𝟎ሽ (27) 

These scores act as bids during the auction phase of the CarA Algorithm. 

4. Model Validation 

The development of ICF provides a novel advancement that allows a fleet of UAVs to perform decentralized task 
assignment, given the random loss of UAVs in real-time. Next, the efficacy of this new approach was tested to determine 
the extent to which the UAV fleet had sufficient autonomy to avoid the need for human teleoperators (remote pilots) to 
make sudden decisions if many tasks become unassigned during a mission. The methodology used to test this new 
framework was divided into several areas: the model framework, research factors, and assessment parameters. The 
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research factors provide variations in the environment, and solution approaches to test the effectiveness of the ICF under 
different constraints and against other benchmark approaches. 

4.1. Model Framework 

The UAVs were modeled by operating them in a two-dimensional environment. Abandoned tasks are presumed to 
occur when the UAV is lost. Lower-level UAV considerations were ignored, such as flight control and aerodynamic 
stability. Similarly, a zero-turning radius was provided for each vehicle. All the tasks were stationary. The real-world 
implications regarding fuel capacity were relaxed in the simulations. Obstacle avoidance, including UAV collisions, 
was ignored under the premise of staggered altitude levels for each UAV. 

Several characteristics were used to define the model used in the study: sample size calculation, loss-of-agent 
strategy, scoring function, and randomization of agents and tasks.  

A pilot study using a general full-factorial design was conducted to determine the sample size. The level of 
significance was set at 0.05, and because a high sensitivity was desired, β was set to 0.9. An analysis of the power curve 
from the pilot study indicated that the sample size should be 31 simulation runs per factor. 

The Office of the Secretary of Defense released a study [57] on the reliability of RQ-2 Pioneer, RQ-5 Hunter, and 
RQ-1 Predator UAVs. The study reported mishap rates of over 100,000 flight hours, resulting in a severe loss of 
functionality, causing mission failure or complete destruction. The results showed that these UAVs had availabilities of 
0.78, 0.98, and 0.93, respectively. Using a mean value of approximately 0.90, the deduced rate of vehicle loss was 0.10, 
and this study modeled a 10% reduction in the UAV fleet size. The loss time was randomly selected for each UAV. The 
set conditions for the pseudo-random number generator allow each simulation run for each algorithm to experience the 
same, although randomly generated, conditions. 

The score for each agent after completing the task was set using a predefined function. This function was based on 
the task reward, discount factor, and time for task completion. The task reward, a, was fixed at an arbitrary score of 
1000. The reward was discounted based on the cost of traveling to each point. The discount factor, λ, was set at 0.1, for 
all task score calculations. The score s is the exponential decay of the reward based on the time t: 

𝑠 ൌ 𝑎𝜆ି௧ (28) 

Therefore, the longer it takes to execute a task, the lower the score will be. The distances between the agents and 
tasks are critical for the investigation of performance. To mitigate bias for any specific solution approach, the locations 
of both the agents and tasks were randomized. A uniform distribution was used to ensure that the probabilities of 
occurrence along the intervals were equal. Each combination of factor levels was subjected to the same randomization 
sequence to ensure repeatable conditions. 

4.2. Research Factors 

The proposed research factors investigated how well the ICF scales, its robustness under communication 
constraints, and a general comparison with the existing approaches. The research factors in this study were the number 
of agents and tasks, communication range, and solution approach. 

Scaling is defined as the number of agents and tasks required for each simulation. Although an infinite combination 
of tasks and agents is possible, Brunet [35] empirically determined that the worst case for a solution approach such as 
ICF is when the number of agents and tasks is the same. Therefore, this convention was used in this study. Three levels 
were provided: small-scale (five agents and five tasks), medium-scale (15 agents and 15 tasks), and large-scale (30 
agents and 30 tasks). 

The communication range represents the maximum distance between two agents, allowing information exchange. 
Three transmit/receive levels were examined for this factor: low (0.1D), medium (0.5D), and high (1D), where D is the 
diagonal map length. 

In addition to comparing its own performance over various levels of scaling and communication range, ICF is 
benchmarked against two established solution approaches: the Implicit Coordination Algorithm (ICA) [58] and the 
Greedy-based Auction Algorithm (GBAA) [35]. The solution approaches differ in style and offer unique comparisons. 
ICA is a decentralized task assignment approach that examines all possibilities to provide an optimal solution. GBAA 
is a decentralized task-assignment solution approach that uses auction algorithms and adjudicates conflicts with direct 
neighbors only. Therefore, members who do not have a direct link with another agent for any reason, such as distance, 
cannot resolve task conflicts. 
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4.3. Assessment Parameters 

The optimality gap, convergence steps, and execution time were evaluated to assess the performance of ICF, ICA, 
and GBAA. The optimality gap is a relative comparison of closeness to the best possible answer. The convergence steps 
indicate how long it takes for the UAV fleet to reach a consensus regarding task assignment. Specifically, the number 
of steps was defined as the number of iterations required until each UAV could not outbid another UAV for task 
ownership. The execution time is the output variable that determines how quickly the UAV fleet accomplishes its task. 
Execution time 𝑡̄, is defined as the amount of time it takes for the last task to be accomplished in any given simulation: 

𝑡̄ ൌ 𝑚𝑎𝑥ሼ𝑡: 𝒛ሺ𝑡ሻ ൌ 𝟏ሽ (29) 

where z(t) is the vector of completed tasks, such that 1 is a completed task, and 0 otherwise. Execution times are 
important when considering real-world effects, as they describe when the fleet has completed all assigned tasks. 

5. Results of Numerical Analysis 

A numerical study was conducted using the model framework provided in Section 4.1. Specifically, this study 
attempts to characterize the ICF by answering several questions. Does this approach make a novel contribution through 
the reallocation of orphaned tasks using auction and consensus algorithms for a decentralized fleet? Does the approach 
match the performance of the benchmark algorithms? Can it be scaled up appropriately using more agents and tasks? 
How does communication affect performance? 

To ensure a well-balanced experiment, the Monte Carlo simulations used tenets of randomization and replication. 
The use of randomization, particularly for the locations of agents, locations of tasks, and time of vehicle loss, prevents 
bias towards any one algorithm. Replication was used to reduce the variability in the experimental results. 

Analyses of the parameters of interest were collected from the simulations to draw conclusions regarding the 
behavior of the ICF. The mean and standard deviation of the output variables were reported for each solution approach. 
Additionally, an inferential strategy was deployed through a full factorial experimental design and general linear model 
fit. Analysis of variance (ANOVA) and Tukey’s range tests were used to assess the interactions between variables and 
differences in means. 

5.1. Results of Descriptive Statistics 

A full factorial design of 837 Monte Carlo simulations was performed. The novelty of ICF was determined by inspecting 
the behavior of the UAV fleet throughout the simulations. Each run was assessed using the following three questions: 
1. Are the tasks assigned during the simulation run? 
2. Did the algorithm remove the tasks after an agent failed to report its status after a predefined time limit? 
3. Did the agents validate a task as completed after its execution? 

The results confirmed that these three questions were answered affirmatively, providing strong evidence that the 
ICF offers a novel approach to task reassignment of a degraded UAV fleet. Descriptive statistics were conducted on the 
single-assignment problem to determine the ICF behavior. A series of tables is presented to show the behavior exhibited 
by each solution approach over the communication ranges with respect to the parameters of interest. 

Table 1 shows that ICF outperformed both ICA and GBAA at a low transmit/receive factor level in terms of the 
optimality gap mean for a small-scale environment. The medium and high transmit/receive levels show that ICF is 
outperformed by ICA, on average. However, ICF outperformed GBAA in both cases when the optimality gap means 
were compared. The variability of the ICF in terms of optimality showed mixed results compared to the benchmarks. 
An increase in communication length further stabilized the variance in the ICF. For a medium-scale environment, ICF 
outperformed ICA and was comparable to GBAA in terms of the low transmit/receive factor level when viewing the 
optimality gap. The general trend is that ICF underperforms in terms of the optimality gap and stabilization against 
benchmark algorithms when considering the optimality gap. For a large-scale environment, ICF is outperformed by 
ICA and GBAA when comparing the optimality gap means over the transmit/receive factor levels, and ICF exhibits 
more variance in performance.  
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Table 1. Optimality Gap vs. Communication Length by Solution Method & Task Size. 

Solution 
Number of Tasks & 

Agents 
0.1D 0.5D 1D 

𝒙̄ s 𝒙̄ s 𝒙̄ s 

ICA 
5 & 5 0.316 0.202 0.158 0.120 0.145 0.120 

15 & 15 0.274 0.078 0.096 0.095 0.080 0.045 
30 & 30 0.232 0.051 0.079 0.036 0.071 0.029 

GBAA 
5 & 5 0.292 0.147 0.179 0.103 0.171 0.096 

15 & 15 0.246 0.087 0.125 0.127 0.109 0.055 
30 & 30 0.256 0.042 0.104 0.027 0.090 0.027 

ICF 
5 &5 0.237 0.171 0.174 0.148 0.164 0.146 

15 & 15 0.247 0.114 0.133 0.135 0.117 0.081 
30 & 30 0.255 0.057 0.122 0.048 0.110 0.043 

Table 2 provides a comparison of the effects of the solution approach on the fleet’s convergence steps across three 
different environmental scales. Across all three solution methods, the number of convergence steps increased as the 
combination of task and fleet size increased. Notably, the increase in ICF and GBBA was much less than that in ICA. 
In a small-scale environment, ICF consistently converges faster than ICA but not GBAA over the communication ranges 
tested. Similarly, ICF has more stable results for the convergence steps than ICA, but has less consistency than GBAA. 
The ICF shows similar behavior within the medium-scale environment compared with the other two solution approaches, 
with ICF outperforming ICA in terms of convergence steps and deviation. GBAA exhibited the best performance in 
terms of both the statistical measures. In a large-scale environment, ICF outperformed ICA in terms of convergence step 
mean and variance for all communication ranges. GBAA generally outperforms ICF in terms of both convergence step mean 
and deviation. Yet ICF provides more stability in the convergence steps for a high transmit/receive factor level. 

Table 2. Convergence Steps vs. Communication Length by Solution Method & Task Size. 

Solution 
Number of Tasks & 

Agents 
0.1D 0.5D 1D 

𝒙̄ s 𝒙̄ s 𝒙̄ s 

ICA 
5 & 5 24.16 9.72 41.23 11.19 43.23 12.22 

15 & 15 208.03 60.13 812.16 101.04 816.29 110.62 
30 & 30 1069.35 263.80 4938.42 449.05 4964.52 504.31 

GBAA 
5 & 5 7.42 0.56 9.55 1.03 9.90 1.04 

15 & 15 18.55 0.57 26.29 2.21 30.10 2.87 
30 & 30 35.42 1.18 50.68 4.55 57.74 5.40 

ICF 
5 &5 16.81 3.65 24.81 6.80 13.26 2.92 

15 & 15 60.87 17.23 128.19 71.79 37.23 3.29 
30 & 30 134.48 50.84 393.45 204.17 70.10 1.92 

Table 3 lists the impact of various solution approaches on the execution times as the communication lengths and 
task/agent combinations are varied. In a small-sized environment, ICF provides faster execution times across each 
communication level. The standard deviations for ICF are also smaller and thus represent a more stable set of results 
than the benchmark algorithms, with one exception. At a high transmit/receiver factor level, ICA had a lower standard 
deviation than ICF. 

In a medium-sized environment, GBAA has the lowest average execution time for the low transmit/receive level, 
with ICF and ICA as the second and third, respectively. For the medium and high transmit/receive levels, ICF had the 
lowest mean execution times, whereas GBAA had the lowest standard deviations for the low and medium 
transmit/receive levels. ICF exhibited the lowest standard deviation for execution times at a high transmit/receive level. 
In a large-scale environment, the results are similar to those of GBBA, achieving faster execution times than ICF and 
ICA, whereas ICF achieves the lowest standard deviation for execution times under the high transmit/receive level. 
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Table 3. Execution Times vs. Communication Length by Solution Method & Task Size. 

Solution 
Number of Tasks & 

Agents 
0.1D 0.5D 1D 

𝒙̄ s 𝒙̄ s 𝒙̄ s 

ICA 
5 & 5 9.04 2.56 12.55 3.29 12.17 3.27 

15 & 15 8.96 2.17 15.90 4.62 15.12 4.76 
30 & 30 7.85 2.22 14.80 4.80 15.23 5.06 

GBAA 
5 & 5 6.95 2.50 12.23 3.91 13.01 3.86 

15 & 15 5.07 1.37 13.03 3.17 17.38 5.26 
30 & 30 4.40 1.26 12.37 2.26 17.71 4.32 

ICF 
5 &5 6.29 2.19 9.99 3.06 10.94 3.45 

15 & 15 5.50 1.60 11.98 3.57 13.54 3.58 
30 & 30 5.28 1.41 12.71 3.23 14.08 3.57 

5.2. Results of Inferential Statistics 

Table 4 presents the ANOVA results of the full factorial analysis with respect to the optimality. The most 
interesting aspect of this table is the difference between the solution approaches when the response variable is the 
optimal gap. The table shows that the solution approaches appear to have little significant difference in their behavior 
in terms of the optimality gap. The source of variation is broken down by the solution approach (S), the scale of the 
number of agents and tasks (AT), the communication length (CL), and the set of 2 and 3 combination interactions. The 
combinations of factors for testing interactions are denoted with an asterisk (*) between factors. The solution approach 
includes the ICF, ICA, and GBBA. The scale of agents vs. tasks includes small (5 × 5), medium (15 × 15), and large 
(30 × 30). The communication length includes 0.1D, 0.5D, and 1D compared to the communication distance (D).  

Table 4. ANOVA of All Solutions for Optimality Gap. 

Source DF Seq SS Adj SS Adj MS F P 
S 2 49.72 4.05 2.02 1.89 0.152 

AT 2 69.00 44.32 22.16 20.69 0.000 
CL 2 1080.05 337.18 168.59 157.42 0.000 

S*AT 4 4.49 7.02 1.76 1.64 0.162 
S*CL 4 7.69 10.76 2.69 2.51 0.041 

AT*CL 4 2.16 3.23 0.81 0.75 0.556 
S*AT*CL 8 7.65 7.65 0.96 0.89 0.522 

Error 810 867.49 867.49 1.07   
Total 836 2088.24     

Table 5 presents the ANOVA results of the full factorial analysis with respect to the optimality. The most 
interesting aspect of this table is the difference between the solution approaches when the response variable is the 
optimal gap. The table shows that the solution approaches appear to have little significant difference in their behavior 
in terms of the optimality gap. 

Table 5. ANOVA of All Solutions for Convergence Steps. 

Source DF Seq SS Adj SS Adj MS F P 
S 2 5.878 5.704 2.8522 11,289.98 0.000 

AT 2 5.645 5.723 2.8617 11,327.81 0.000 
CL 2 0.307 0.313 0.1567 620.29 0.000 

S*AT 4 0.467 0.463 0.1159 458.56 0.000 
S*CL 4 0.353 0.354 0.0884 349.89 0.000 

AT*CL 4 0.012 0.012 0.0030 11.96 0.000 
S*AT*CL 8 0.019 0.019 0.0024 9.59 0.000 

Error 800 0.202 0.202 0.0003   
Total 826 12.883     
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Table 6 presents the ANOVA results for the execution times of the solution approach. The table indicates that the 
solution approaches vary significantly in terms of execution times. The results of the Tukey’s range test show that each 
solution approach differs significantly from the others, with ICF offering the fastest execution time. 

Table 6. ANOVA of All Solutions for Execution Time. 

Source DF Seq SS Adj SS Adj MS F P 
S 2 19.22 19.22 9.61 40.03 0.000 

AT 2 5.28 5.28 2.64 11.00 0.000 
CL 2 237.75 237.75 118.87 495.11 0.000 

S*AT 4 1.27 1.27 0.32 1.33 0.258 
S*CL 4 16.72 16.72 4.18 17.40 0.000 

AT*CL 4 16.90 19.90 4.23 17.60 0.000 
S*AT*CL 8 2.15 2.15 0.27 1.12 0.346 

Error 810 194.48 194.48 0.24   
Total 836 493.77     

6. Conclusions 

In the numerical study, using statistics, CarA and ICF algorithms were tested for their novelty and efficacy. Under 
837 Monte Carlo simulations, the ICF must answer several questions that previous solution approaches did not. The 
descriptive statistics show that the ICF exhibits competitive performance relative to benchmark algorithms. Additionally, 
the ICF remained close to that of the benchmark algorithms in terms of the optimality gap. Evaluating the number of 
convergence steps, ICF offers improvements over ICA but does not reach the GBAA level. In contrast, the ICF produces 
means and standard deviations that are generally better than those of ICA and GBAA. 

The results of the inferential statistical analysis provide performance insights, with the ICF displaying no 
significant difference between the other solution approaches in terms of the optimality gap. The ANOVA for ICF 
concludes that there is no optimality gap in behavioral performance with increases in agents and tasks. Significance in 
terms of the optimality gap is shown between low/medium communication ranges but not between medium/high ranges. 
The results indicate that ICF converges in fewer steps than ICA, but does not confirm faster convergence than GBAA, 
and ICF shows slower convergence with an increase in scaling. Nonlinear behavior appears in the convergence steps 
for the ICF with an increase in communication length. Additionally, ICF provided significantly lower execution times 
than the benchmark algorithms. An increase from low to medium scaling of agents and tasks resulted in higher execution 
times. However, this behavior was not observed for medium-to large-scale increases. 

Considering the significant differences in the convergence steps, modifications to the ICF will include a “not to 
exceed” number for convergence opportunities that align with the GBAA approach. This would limit computational 
costs. This would also allow an opportunity to determine in a more “apples to apples” scenario whether this creates a 
significant difference in terms of optimality and execution times. Another modification would be to only allow for 
negotiations among platforms that have never acquired a task. This would reduce the number of convergence steps. 
This could potentially have an impact on global optimization, so it will need to be explored in future work. 

A second area of future work concerns comparisons with the traditional Consensus-based Bundle Auction 
Algorithm (CBBA). The CarA algorithm expands on the CBBA concept by allowing a replan feature in the event of a 
lost vehicle, which the traditional CBAA does not do. The CarA algorithm should be dominant in terms of optimality 
as some of the tasked assets using CBAA might not complete their missions. This is expected to result in lower scores 
for CBBA than CarA, which has a chance to be re-evaluated and a higher scoring target selected. 

This study introduces a novel framework that allows a fleet of decentralized agents to determine when an agent 
has been lost and how to best reassign its orphaned tasks. This study provides insight into the broader conceptual 
question of whether autonomous advancements can alleviate teleoperators’ cognitive load when UAVs are in a high-
risk, real-time environment. An analysis of the proposed CarA Algorithm and ICF indicates that this new solution 
approach has the necessary characteristics to alleviate cognitive loading and stress on a teleoperator by providing a 
reconfiguration of tasks resulting from lost UAVs. Statistical analyses proved that ICF can provide performance 
comparable to existing solutions in scoring, scalability, and execution. Analyses of the robustness of the ICF 
demonstrated stable expectations with respect to the scaling effects and communication limitations. Through the 
utilization of auction and consensus algorithms, this study contributes to research and practice by providing 
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teleoperators and decision makers with a new approach offering autonomous vehicle behavior, applicable in situations 
where overall network resiliency and performance are mandated. 
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