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ABSTRACT: Unmanned Aerial Vehicles (UAVs) are versatile platforms with potential applications in precision agriculture, 
disaster management, and more. A core need across these applications is a navigation system that accurately estimates location 
based on environmental perception. Commercial UAVs use multiple onboard sensors whose fused data improves localization 
accuracy. The bioinspired Rat-Simultaneous Localization and Mapping (Rat-SLAM) system, is a promising alternative to be 
explored to tackle the localization and mapping problem of UAVs. Its cognitive capabilities, semi-metric map construction, and 
loop closure make it attractive for localization in complex environments. This work presents an improved Rat-SLAM algorithm for 
UAVs, focusing on three innovations. First, Spiking Neural Networks (SNNs) are incorporated into Rat-SLAM’s core modules to 
emulate biological processing with greater efficiency. Second, Neuromorphic Computing models the neurons of the SNNs, 
assessing the feasibility of implementing SNNs on specialized hardware to reduce software processing, a key advantage for UAVs 
with limited onboard resources. Third, SNNs are developed based on the Memristive Leaky Integrate-and-Fire model, integrating 
memristors into artificial neurons to leverage their low power and memory properties. Our approach was evaluated through 
trajectory simulations using the Hector Quadrotor UAV in the Gazebo environment within the Robot Operating System, yielding 
valuable insights and guiding future research directions. 
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1. Introduction 

Unmanned Aerial Vehicles (UAVs), better known as drones, are among the most developed and innovative robotic 
devices in recent years. Their high versatility for outdoor potential applications in agriculture [1,2], disaster management 
[3,4], defence [5,6], construction [7], transportation [8], and infrastructure inspection [9,10], or indoor such inventory 
management in warehouses [11], among others, has led to their exponential increase in use. In the past, most of the 
aforementioned applications required the use of aeroplanes or helicopters, which presented several significant 
disadvantages, including: (1) high operational and deployment costs, (2) high levels of pollution, and (3) the need for 
onboard crew. For these reasons, UAVs have become valuable tools, addressing these drawbacks by offering low 
maintenance requirements, eliminating the need for fossil fuels, and providing the capability for remote operation or 
autonomous functioning. 

Both remote and autonomous operations require various essential modules for proper execution. One of the most 
critical modules is localization, whose function is to estimate the spatial position and orientation based on some form 
of environmental perception. One of the most common approaches to address this problem is through sensor fusion 
algorithms, such as Extended Kalman Filters (EKF) [12] or Particle Filters (PF) [13]. However, EKF suffers from low 
efficiency and data-related problems, as well as difficulties in producing large-scale maps. [14]. The PFs, on the other 
hand, have a higher computational cost compared to the EKF calculations, which are less time-consuming [15]. Another 
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widely used approach for UAV localization is based on visual information [16,17]. However, in these cases, there is a 
very strong dependency between the camera calibration and the accuracy of the pose estimations [18]. This calibration 
process also introduces a hardware model dependency. Additionally, another disadvantage is the requirement for the 
presence of distinguishable objects in the environment, allowing for the detection and tracking of features in images 
captured at consecutive time instances to predict the UAV’s pose [19]. This dependency becomes problematic in 
repetitive environments, such as vast plains or fields lacking multiple objects that can be used to track features or 
differentiate one perception from another [20]. As a result, these types of solutions tend to accumulate increasing errors 
in their estimations. Consequently, there is a dependence on the environment that limits the applicability of these 
algorithms in autonomous robotic systems. The search for alternatives to overcome the disadvantages mentioned above 
led to the exploration of pose estimation methods inspired by biological organisms, giving rise to bioinspired 
localization algorithms [21]. 

Real-Time Kinematic (RTK) is another widely used method for UAV localization [22,23]. It is a high-precision 
localization method, generally in the range of centimeters. This system uses signals of Global Positioning System (GPS) 
or Global Navigation Satellite System (GLONASS) in real time. The principle of RTK positioning [24] consists in 
comparing two stations called base and mobile. The first, located at a known position, receives satellite signals, 
calculates its own position and then transmits the corrections in real time. The second, located on the UAV, receives 
the satellite signals and the corrections sent by the base station to calculate its exact position with much higher accuracy 
than traditional GPS. While the RTK system provides an accurate and stable position in real time, its main disadvantage 
is the need for two bases and its high cost compared to other forms of UAV localization. 

Biologically, Neuroscience has demonstrated, through the analysis of the brains of rodents and other mammals, 
the existence of certain brain regions that, based on environmental perceptions provided by the five senses, either 
individually or combined, using for example, vision alone or vision and touch, are responsible for estimating the 
orientation and spatial location of the animal [25–27]. Additionally, these regions inherently can recognize previously 
visited places, closing the loop when the animal returns to a familiar area. All these extremely attractive and desired 
characteristics in localization systems allow for maintaining estimation errors within an acceptable threshold for robotic 
operations. These have been achieved with the development of the bioinspired algorithm known as Rat-SLAM [28]. It 
consists of three modules: Experience Map (EM), Pose Cells (PC), and Local View Cells (LVC). Our work obtained 
the required environmental information from monocular grayscale images and estimates of linear and angular speeds. 
This Rat-SLAM algorithm, as described, has been used to solve the localization of robots in aerial [29] and terrestrial 
[28] environments, demonstrating promising results. 

However, despite its bio-inspired origins, the Rat-SLAM algorithm utilizes three-dimensional arrays in which each 
cell stores a value corresponding to the state of a neuron. Consequently, it cannot process information like the biological 
brain. In the latter, neuronal activity is governed by asynchronous electrical impulses driven by electrochemical 
processes. This type of processing, based on discrete and asynchronous spike trains, is computationally less expensive 
than the synchronous floating-point number packages used in classical Artificial Neural Networks (ANNs) in Artificial 
Intelligence (AI) [30]. This significant advantage inspired the development of Spiking Neural Networks (SNN) [31], 
where information is encoded in the timing or frequency of the spikes. Consequently, neurons must be modelled to 
replicate biological behaviour. A compelling way to achieve this, particularly from an energy consumption standpoint, 
is through the development of specialized hardware known as Neuromorphic Computing (NC) [32]. This discipline 
focuses on modelling biological structures with electronic circuits. One example of such circuits is the parallel RC 
circuit, which models the Leaky Integrate-and-Fire (LIF) neuron [33]. However, the emergence of the memristor as the 
fourth fundamental element in electronics [34] allows the replacement of the resistor with a memristor in the 
aforementioned neuronal model. This substitution incorporates the memristor’s intrinsic memory and low-power 
properties, giving rise to the Memristive Leaky Integrate-and-Fire (MLIF) model [35]. 

In this work, we develop an MLIF-based RatSLAM algorithm to address the 4DoF localization of UAVs. Our 
proposal includes, on one hand, the incorporation of the MLIF model in the central module of the Rat-SLAM algorithm 
to represent the Pose Cells (PC), which is a clear application case of Neuromorphic Computing (NC). Thus, we will 
refer to the resulting PCs as PC-MLIF. These exhibit information processing capabilities closer to biological systems, 
with neurons that integrate the intrinsic properties of the memristor and the potential for implementation in hardware 
devices. On the other hand, since our goal is to apply this algorithm in aerial environments, it is essential to estimate at 
least four variables that define the localization. These are the 3D spatial location and the orientation (yaw). 

Motivated by the exploration and analysis of the benefits of UAV navigation using bio-inspired systems, we 
propose a Rat-SLAM system that encodes spatial localization and orientation at the neuronal level in two PC-MLIF 
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networks. In the latter, we propose to use the MLIF neuron model from NC to process information in a way that is 
closer to biological systems. The validation of this hypothesis would allow us, in future work, to implement the PC-
MLIFs in hardware, thereby reducing the onboard computational capacity required for the localization software. In 
addition, the use of memristors in the MLIF model allows a reduction in power consumption. These two important 
features make it possible to extend mission duration, a critical factor in the field of autonomous mobile robotics. The 
contributions of our work are as follows: (1) UAV localization resolution using a modified Rat-SLAM algorithm. This 
modification involves the implementation of PC-MLIF using the Spiking MLIF neuron model. (2) Encoding UAV 
poses into spike frequencies or timings. (3) Validate the feasibility of implementing PC-MLIF on a hardware device to 
improve the energy efficiency of the positioning system. (4) Provide two PC-MLIF networks with intrinsic memory, 
associating the excitation level of each neuron with a specific UAV pose. 

This work is organized as follows: in Section 2, we will conduct a review of the works that inspired us to develop 
our proposal. In Section 3, we will describe the various methodologies supporting our research. In Section 4, we will 
explain our Rat-SLAM proposal for aerial environments. Finally, the experimental tests, results discussion, and 
conclusions will be presented in Sections 5, 6, and 7, respectively. 

2. Related Works 

Probabilistic approaches are popular for solving localization problems. The EKF is one of the most widely used, 
as proposed by Cheng et al. [36]. It is a navigation and landing scheme for a UAV that allows it to autonomously land 
on an Unmanned Ground Vehicle (UGV) moving in GPS denied environments, using vision, Ultra WideBand (UWB) 
technology and system information. In the approach phase, they propose an effective Multi-Innovation Forgetting 
Gradient (MIFG) algorithm to estimate the UAV’s position relative to the target. They then use these estimates to 
develop a navigation controller that allows the UAV to approach the target and ensures that the UGV enters the field of 
view of the UAV’s camera. They propose a sensor fusion estimation algorithm based on EKF to achieve precise landing. 
They validate this with a numerical example and a real experiment, which show promising results. This type of 
localization, unlike previous proposals, is useful for intelligent UAV-based inspection in extremely confined 
environments, as proposed in [37]. In these scenarios, GPS-based positioning is impossible, which is why UWB-based 
technology is a good solution. However, due to changing conditions, fluctuations in localization performance can lead 
to UAV instability. The authors propose a high-precision positioning system for UAVs integrating IMU and UWB with 
an Adaptive EKF (AEKF). Compared to the traditional EKF-based approach, the noise covariance is estimated and 
controlled to improve performance. Experimental results from simulations and experiments in extremely confined 
environments show the authors’ algorithm can significantly improve position update rates, as concluded based on 
position error analysis. However, truncation errors and the Non-Line-Of-Sight (NLOS) errors contribute to degraded 
positioning accuracy [38]. 

Mao et al. [39] suggest using EKF in outdoor multi-robot systems. They suggest that some miniaturized UAVs 
rely entirely on the GPS for navigation. In an interference-free environment, GPS signal interruptions of seconds to 
minutes are common. For UAVs relying on GPS, such an event can be catastrophic. They propose an EKF-based 
approach to estimating position when the GPS link is lost, using distance measurements between UAVs. A test with 
three UAVs shows that their position can be determined with an accuracy of up to 40 m from its real position after 
losing the GPS signal during manoeuvres. This is done by measuring the distance to two other UAVs. However, this 
type of proposal requires several UAVs, making it impossible to apply to a single robot. 

Despite the promising results of the localization solutions, instabilities have been observed during UAV flights, 
which add to the disadvantage. These instabilities are investigated in [40], where it is argued that the problem manifests 
itself as unexpected oscillations that can lead to emergency landings. The analysis focuses on delays in the EKF 
algorithm used to estimate the UAV’s attitude, position, and velocity. These delays disrupt the flight stabilization 
process for two main reasons. Perturbations in the magnetic field generated by the UAV’s motors and external magnetic 
fields, such as those from power lines, can interfere with magnetometer readings, slowing EKF computations. The EKF 
fusion stage, which combines magnetometer readings with other sensor measurements, can be computationally 
expensive when dealing with inconsistent magnetic field readings. The authors use the PX4-ECL library [41] to analyze 
this second cause, arguing that it increases EKF processing time. They propose moving magnetic field estimation 
calculations to a separate thread to prevent blocking of the main EKF loop and causing delays. The monitoring 
techniques implemented allow continuous real-time observation of the system’s behavior. The authors argue that this 
would prevent them from blocking the EKF’s main loop and causing delays. 
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Another widespread probabilistic method, to address the localization problem, is the PF. For the position estimation 
of a UAV, Mraz et al. [42] propose a highly compact, lightweight, and robust indoor localization method that can run 
at high frequencies on the UAV’s on-board computer, based on a fusion of camera information and fiducial detection. 
The PF is implemented in a way that can handle sensor failures and disconnections without issues. Furthermore, it can 
be extended to include additional sensor inputs. The authors validate their proposal with UAV flight test data in real-
world situations, achieving an average position error of less than 0.4 m. Another localization method for UAVs that can 
be addressed using PF is remote or cooperative localization. In this technique, anchors or beacons, equipped with GPS 
or UWB, collect information from unknown nodes to estimate their position. Sometimes, these unknown nodes also 
cooperate and share position information [43]. Khalaf-Allah [44] uses this method to address 3D positioning based on 
Time Difference of Arrival (TDoA) with four anchors using the PF. This approach uses 1000 particles to represent the 
probability density function (PDF) of interest, i.e., the posterior PDF of the target node’s position. It uses a resampling 
procedure to generate particles in the prediction stage, and TDoA measurements determine the weight of each particle, 
allowing for updating the posterior PDF and estimating the target node’s position. Simulation results demonstrate the 
approach’s feasibility and its potential for use in indoor positioning applications using UWB wireless technology. The 
author demonstrates the feasibility of this approach and its potential for use in indoor positioning applications, such as 
inventory management in large warehouses. 

The performance of the two types of filters and two variants of the Kalman filter for localization applications is 
analyzed in [45]. The authors conclude that the EKF is a widely used estimation method in autonomous navigation 
systems, but is characterized by cumulative errors due to the approximate linearization of the system dynamics. On the 
other hand, the PF does not make assumptions about the shapes of the PDF of the state vector and the measurements. It 
uses a set of weighted particles to approximate the posterior distribution of the state vector. To achieve convergence, a 
resampling procedure is performed at each iteration, where particles with low weights are replaced by particles with 
high weights. PF is suitable for non-Gaussian measurements and provides reliable solutions for nonlinear estimation 
and control problems. This filter doesn’t require prior knowledge of the statistical properties of the measurements and 
the system state variables. However, as explained in [46], two problems often arise during the particle updating stage: 
particle impoverishment and sample size dependence, which can reduce the precision of the estimation results. 

Computer vision has led to better localization methods that address previous solutions’ drawbacks. Li et al. [47] 
present a method for relative UAV positioning and target tracking based on a Visual Simultaneous Localization and 
Mapping (VSLAM) framework. They integrate a neural network for object detection into the VSLAM framework. This 
method detects moving objects and reconstructs a 3D map of the environment from image sequences. For multi-object 
tracking, they combine semantic box detection, region matching, and optical flow point matching to perform dynamic 
object association. The authors assert that this joint association strategy can prevent tracking loss due to the small size 
of the object in the image sequence. They recover height data based on a plane estimation approach using RANSAC 
[48] to address the lack of scale information in the VSLAM system. The proposed method is tested on a UAV dataset 
created by the authors and a public dataset, demonstrating the solution’s effectiveness for UAV flights. Another 
localization method uses optical flow as proposed in [16]. Here, a method is presented to control the 6-DoF of a UAV 
without an external reference system, allowing fully autonomous flight. The 2D positioning uses the optical flow 
principle. It uses altitude estimations from ultrasonic, infrared, inertial, and pressure sensors. This helps calculate, 
control and guide the UAV’s 3D position. All data is processed on the UAV. An external computer with a route planning 
interface is used for commands. The evaluation shows that the position error is 10 cm in static flight and 30 cm after 
landing. A VSLAM proposal integrating measurements from multiple cameras to achieve robust position tracking in 
complex environments is presented in [17]. The authors analyze iterative optimizations for position tracking and map 
refinement when using multiple cameras, ensuring accuracy. They extend the PTAM system [49] to use two cameras 
with non-overlapping fields of view. The resulting VSLAM system enables autonomous navigation of a MAV in 
complex scenarios. For operations in large environments, the system is modified to provide visual odometry with 
constant time. To form a complete VSLAM system, they implement an efficient back-end for loop closure. The back-
end maintains a global map based on keyframes, which is also used for loop closure detection. They propose a pose 
graph optimization method with an adaptive window to refine the poses of the keyframe maps and correct the position 
drift inherent in visual odometry. They demonstrate the efficiency of the proposed visual SLAM algorithm for MAV 
applications in both autonomous and manual flight experiments. The position tracking results are compared to reference 
data provided by an external tracking system and show promising results. Computer vision allows the localization of a 
UAV, but it’s dependent on the camera used since feature extraction and tracking algorithms require prior calibration. 
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As noted in [50], optical flow is sensitive to camera resolution and scene motion rate. The article gives the example of 
the descent phase of flight, where these parameters change at least a hundred times with altitude. 

Bio-inspired alternatives like Rat-SLAM [28] have attracted attention. They eliminate the need for calibration and 
have cognition and loop-closing capabilities. Milford et al. describe a biologically inspired approach to SLAM in 
terrestrial platforms. Rat-SLAM, based on rodent hippocampus models, is coupled to a vision system that provides 
odometry and appearance information. It builds an online map, driving loop closure and relocalization through 
sequences of familiar visual scenes. Visual ambiguity is managed by maintaining multiple estimates of vehicle pose, 
while cumulative errors in odometry are corrected after loop closure by a map correction algorithm. Rat-SLAM 
demonstrates the system’s mapping performance during a 66 km drive through a complex suburban network. Using a 
10 Hz web camera, it generates a real-time map of the environment and closes over 51 loops, up to 5 km in length. 
NeuroSLAM was inspired by this system [29]. This 4-DoF proposal uses computational models of three-dimensional 
grid cells [27] and multi-layer head direction cells [26], integrated with a vision system that provides external visual 
cues and self-motion signals. NeuroSLAM’s neural network generates real-time multi-layer Experience Map (EM), 
allowing relocalization and loop closure through familiar local visual signals. A multi-layer EM relaxation algorithm 
corrects errors in path integration after loop closure. Synthetic and real-world datasets show NeuroSLAM generates 
topologically correct 3D maps. 

These last two proposals, although bio-inspired, do not utilize the information processing approach discovered by 
Neuroscience. For this reason, in this work, we incorporate this form of processing into the central module of Rat-
SLAM, modelling each neuron with the MLIF circuit from NC. In this way, once the correct functioning of our proposal 
is validated, we could potentially implement this module in hardware devices in the future. This would allow us to 
achieve highly desirable advantages in robotics, such as reducing energy consumption and computational cost, as 
mentioned in the previous section. 

3. Materials and Methods 

In this section, we start with an overview of artificial neuron models. Then, in the following two subsections, we 
will describe the MLIF artificial neuron model and the memristor model. 

3.1. Artificial Neuron Model: An Overview 

The brains of living beings have been a constant source of inspiration in the development of intelligent systems. 
Achieving the intrinsic capabilities of the brain, such as its high efficiency in terms of energy consumption as well as 
information processing, learning, and decision-making, has been highly sought after by scientists [51–55]. Researchers 
have studied and sought ways to model the brain’s components, or neurons, in an attempt to create artificial analogs of 
the brain. These artificial models would allow the formation of Artificial Neural Networks (ANNs) through their 
interconnection. 

The proposal by McCulloch and Pitts in 1943 [56] laid the foundation for what is known today as AI. In this first 
artificial representation of neurons, the information processing is as follows: first, the weighted sum of the neuron inputs 
is calculated using synaptic weights, and then the result of this mathematical operation is passed through a step 
activation function. In this way, the state of the neuron is determined by the outcome of this final step. The 
interconnection of several of these artificial neurons forms a layer. Precisely, the combination of these layers enabled 
the creation of Multi-Layer Perceptron (MLP) neural networks. The latter has been widely used across different 
scientific fields [57–61]. Later on, other ANN architectures emerged, such as General Regression Neural Networks 
(GRNN) [62], Convolutional Neural Networks (CNN) [63,64], Long Short Term Memory (LSTM) [65], Bidirectional 
Long Short Term Memory (Bi-LSTM) [66], Graph Convolutional Neural Networks (GCNN) [67], Extreme Learning 
Machines (ELM) [68], to name just a few. However, all these architectures diverge from biological behaviour, as they 
lack the concept of temporality in input signals. This divergence brings with it the serious disadvantage that processing 
floating-point numerical signals in ANNs is computationally more expensive compared to the biological processing 
method based on asynchronous and discrete spike trains [30]. This is why expensive Graphics Processing Units (GPUs) 
are generally required in most AI applications. 

The search for ANNs whose functioning was more representative of biological behaviour led to different models 
of artificial neurons, among which the most relevant are the proposals of Hodgkin-Huxley [69], Izhikevich [70], and 
Lapicque [33,71]. The latter is better known as Leaky Integrate-and-Fire (LIF). These three ways of artificially 
modelling neurons are analyzed in [72], where the following differences between each of these proposals are explained. 



Drones and Autonomous Vehicles 2025, 2, 10004 6 of 30 

 

Hodgkin-Huxley introduced one of the most significant neuronal spiking models from a biophysical standpoint. 
Designed based on the study of the giant axon of a squid, it was proposed to describe the response of a neuron to external 
current stimulation and included the effects of different ion channels and leakage currents. The second model was 
proposed from the study of dynamical systems and bifurcation theory. It involves less than half the equations needed 
compared to the previous case, and while the model is not biologically realistic, it works well from a phenomenological 
perspective. Finally, the third model is one of the simplest neuronal spiking models, using only a single differential 
equation and modelling the neuron’s membrane with a capacitor in parallel with a resistor. Each of these models can be 
used as building blocks to form the so-called Spiking Neural Networks (SNNs) [33]. These networks consider the time 
and nature of neuronal signals, making them a closer model to biological neural networks. SNNs have provided 
significant insights into information encoding in neural networks, memory, their dynamic behaviour, and, more recently, 
in deep learning [73]. 

An attractive implementation of SNNs is through NC. This offers the opportunity to reduce the massive energy 
demands of AI applications by implementing computations in brain-inspired computing architectures [74]. Thus, 
Lapicque’s proposal can be implemented at the hardware level using the parallel RC electronic circuit. However, certain 
aspects of this model can be improved by replacing the resistor with a memristor. 

As explained in [75], memristors are a novel technology that goes beyond Complementary Metal Oxide 
Semiconductors (CMOS). They represent a promising option for memory devices due to their unique intrinsic properties, 
allowing both storage and processing with a small, massively parallel, and low-power structure. Theoretically, this leads 
to a significant increase in energy efficiency and computational performance. With this valuable modification, the 
resulting neuron model, which is a fundamental pillar of our work, is known as MLIF [35]. In the next subsection, we 
will explain this model in greater detail. 

3.2. Memristive Leaky Integrate-and-Fire Neuron Model 

The circuit diagram of the MLIF model used in this work is shown in Figure 1. I(t) is the excitation current crossing 
the neuronal membrane; C is a capacitor, representing the bilipid membrane; M is a memristor (whose modelling is 
explained in the following subsection), analogous to the ionic channel; and vth is the threshold voltage. When the 
voltage across the memristor exceeds this threshold, the switch closes, resetting the neuron’s potential to a predefined 
value, and then reopens until the condition is met again. 

 

Figure 1. Top: representation of the biological neuron. Bottom: schematic electrical diagram of the MLIF neuron model, where C 
= 9 × 10−7 F. 
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The Equation (1) is the differential equation that models the behaviour of this type of neuron, where τ = M(t)C. To 
solve this equation, the finite difference method was used, as shown in Equation (2), where ∆t is the sampling period, 
with a value of 1 × 10−3 s adopted in this work. 

𝑑𝑉(𝑡)

𝑑𝑡
=  

1

𝜏
[−𝑉(𝑡) + 𝐼(𝑡)𝑀(𝑡)] (1)

𝑉(𝑡 + ∆𝑡) =
∆𝑡

𝜏
[−𝑉(𝑡) + 𝐼(𝑡)𝑀(𝑡)]  +  𝑉(𝑡) (2)

In this way, the MLIF neuron will generate different spikes in the membrane potential in response to the applied 
external stimulus, given by the current I(t). One case worth analyzing is when the applied external stimulus takes the 
form of a step function. The neuron responds with an increase in membrane potential until the reset voltage (vth) is 
reached, at which point the membrane potential is reset to 0 V, as shown in Figure 2a. This test allows us to visualize 
the process of spike generation and how the reset mechanism works when the membrane potential reaches the threshold 
voltage. Another case worth analyzing is when the neuron is stimulated with a pulse train of varying amplitudes. We 
observe that during the first excitation condition, the membrane potential increases during the 10 ms that the stimulus is 
applied and decreases during the following 10 ms when no stimulus is applied, as seen in the first 200 ms of Figure 2b. 
Note that in this excitation condition, the duration of each pulse is not sufficient for the membrane potential to reach 
the threshold voltage, so no reset occurs. Then, there is a pause in the excitation between 200 and 300 ms. After this 
time interval, we change the amplitude of the excitation current, adopting a non-zero value for 18 ms, and then returning 
to zero during the next 10 ms. For this condition, the membrane potential increases until it reaches the threshold value, 
where the potential is reset to zero, as seen in the interval between 300 and 600 ms in Figure 2b. 

 
(a) 



Drones and Autonomous Vehicles 2025, 2, 10004 8 of 30 

 

 
(b) 

Figure 2. Response of MLIF neuron (a) external stimulus is applied by a current step of magnitude equal to 1.5 × 10−6 A. (b) 
external excitation current stimulus given by a pulse train of varying amplitudes, with a maximum value of 1.5 × 10−6 A. The reset 
voltage is equal to 0 V and the threshold voltage Vth is equal to 20 mV. 

3.3. Memristor Model 

Electronics is the discipline that has transformed our lives through the development of a vast number of devices. 
If we inspect these devices at a functional scale, we will see that they are composed of different types of fundamental 
blocks, which can be classified into active and passive components. Active components include transistors, operational 
amplifiers, thyristors and others, while passive components are elements that do not contain sources, such as resistors, 
inductors, and capacitors [76]. This last group of components continued to be formed by the three mentioned elements 
until 1971. In that year, Leon Chua proposed the memristor as the fourth passive element in electronics [34]. Two main 
characteristics differentiate it from traditional resistors: (1) its ability to vary its resistance value, and (2) having intrinsic 
memory that allows it to “remember” its last adopted state. These valuable characteristics are a result of its physical 
composition, shown in Figure 3. In this diagram, two platinum electrodes are seen, denoted by their chemical symbol 
(Pt). Between them is a material of length D composed of two layers: one of titanium dioxide (TiO2), which is highly 
resistive, and another of oxygen-deficient titanium dioxide (TiO2−X), which is highly conductive. 

 

Figure 3. Schematic diagram of the memristor. 

The principle of operation is as follows: when an electric current flows in one direction, the boundary w between 
the two materials shifts. As a result, the proportion of the TiO2−X layer increases, causing an increase in the conductivity 
of the memristor, that is, a decrease in its resistance value. Conversely, when the electric current flows in the opposite 
direction, w shifts in the opposite direction compared to the previous case. Therefore, the resistance increases due to a 
greater proportion of the TiO2 layer. From this, it follows that when there is no current flow, w does not change, and the 
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memristor retains its state, i.e., it “remembers” the last adopted resistance value. Moreover, w will take different values 
over time, which is why we will henceforth refer to this parameter as w(t). 

Mathematically, we model this component using the proposal from HP Labs [77]. The behaviour of the memristor 
described in the previous paragraph is given by Equation (3), where ROFF is the maximum resistance value obtained 
when w(t) = 0, and RON is the minimum resistance value corresponding to the condition w(t) = D. It is important to note 
that, at the initial moment t = 0, w(0) will have a value between [0, D], so the value of the memristor (M(0)) will lie 
within the interval [ROFF, RON]. 

𝑀(𝑡) = 𝑅ைிி + (𝑅ைே − 𝑅ைிி)
𝑤(𝑡)

𝐷
 (3)

The rate of change of w(t), considering a linear drift model with average mobility of the oxygen vacancies μv, is 
given by Equation (4). Therefore, integrating with respect to time, the value of the location of the boundary between 
the two regions of the memristor w(t) is obtained, as shown in Equation (5). Thus, substituting Equation (5) into 
Equation (3), we arrive at Equation (6), where 𝑘 = (𝑅ைே − 𝑅ைிி) ቀ

ఓೡோೀಿ

஽మ ቁ. 

𝑑𝑤

𝑑𝑡
=

𝜇௩𝑅ைே

𝐷
𝑖(𝑡) (4)

𝑤(𝑡) =
𝜇௩𝑅ைே

𝐷
𝑞(𝑡) + 𝑤(0) (5)

𝑀(𝑡) = 𝑀(0) + 𝑘𝑞(𝑡) (6)

Solving for the electric charge q(t) from Equation (6) and knowing that the limit values the memristor can take are 
RON and ROFF, it is possible to observe the relationship between these two magnitudes, as shown in Equation (7). Then, 
considering that the variable k is always less than zero and that the value of the memristor is a monotonically decreasing 
function of the electric charge, it can be said that the memristor model controlled by the electric charge is a continuous 
function that is calculated with Equation (8). 

𝑅ைிி − 𝑀(0)

𝑘
≤ 𝑞(𝑡) ≤

𝑅ைே − 𝑀(0)

𝑘
⟶ 𝑐ଵ ≤ 𝑞(𝑡) ≤ 𝑐ଶ (7)

𝑀(𝑡) = 𝑅௢௙௙                   𝑖𝑓 𝑞(𝑡) < 𝑐ଵ 

𝑀(𝑡) = 𝑀(0) + 𝑘𝑞(𝑡)         𝑖𝑓 𝑐ଵ ≤ 𝑞(𝑡) < 𝑐ଶ 

𝑀(𝑡) = 𝑅ைே                      𝑖𝑓 𝑞(𝑡) ≥ 𝑐ଶ 

(8)

On the other hand, it is possible to relate the flux with the electric charge using Equation (9). Solving for the flux 
from this latter expression, we obtain Equation (10), which, when substituted into Equation (8), allows us to derive the 
equations governing the behaviour of the flux-controlled memristor model, as shown in Equation (11), where the values 
of the constants c3 to c6 are given by Equation (12). 

𝜑(𝑡) = න 𝑀(𝑡)𝑖(𝑡)𝑑𝑡
௧

଴

= න 𝑀(𝑡)𝑑𝑞(𝑡)
௤೟

௤బ

 (9)

𝜑(𝑡) =
𝜑(𝑡) − 𝑐ଷ

𝑅ைிி

          𝑖𝑓 𝜑(𝑡) < 𝑐ହ 

𝜑(𝑡) =
ඥ2𝑘𝜑(𝑡) + 𝑀ଶ(0) − 𝑀(0)

𝑘
          𝑖𝑓 𝑐ହ ≤ 𝜑(𝑡) < 𝑐଺ 

𝜑(𝑡) =
𝜑(𝑡) − 𝑐ସ

𝑅ைே

          𝑖𝑓 𝜑(𝑡) ≥ 𝑐଺ 

(10)

𝑀(𝑡) = 𝑅ைிி           𝑖𝑓 𝜑(𝑡) < 𝑐ହ 

𝑀(𝑡) = ඥ2𝑘𝜑(𝑡) + 𝑀ଶ(0)          𝑖𝑓 𝑐ହ ≤ 𝜑(𝑡) < 𝑐଺ 

𝑀(𝑡) = 𝑅ைே           𝑖𝑓 𝜑(𝑡) ≥ 𝑐଺ 

(11)
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𝑐ଷ = −
[𝑅ைிி − 𝑀(0)]ଶ

2𝑘
 

𝑐ସ = −
[𝑅ைே − 𝑀(0)]ଶ

2𝑘
 

𝑐ହ = −
𝑅ைிி

ଶ − 𝑀ଶ(0)

2𝑘
 

𝑐଺ = −
𝑅ைே

ଶ − 𝑀ଶ(0)

2𝑘
 

(12)

In this work, the flux-controlled memristor model was used with the parametric values proposed in [35]. Thus, the 
values adopted for each of the variables are ROFF = 20,000 Ω, RON = 100 Ω, M(0) = 16,000 Ω, 𝜇௩ = 1𝑒ିଵସ mଶsିଵVିଵ, 
and D = 10 nm. The behaviour of this model is observed in Figure 4, where the voltage-current hysteresis loop characterizing 
the memristor for different frequencies of a sinusoidal excitation voltage with an amplitude of 1.5 V is shown. 

 

Figure 4. Current vs. voltage behaviour in the memristor used. 

4. Rat-SLAM for UAV Application 

The Rat-SLAM is composed of three main modules: Local View Cell (LVC), Experience Map (EP), and Pose Cell 
(PC-MLIF). The latter is the most important, and its function is to encode the different poses of the robot in a neural-
level representation. The initial applications of this algorithm were in terrestrial environments with three degrees of 
freedom (position on the plane and orientation) [28]. However, in underwater or aerial environments, the robot’s degrees 
of freedom increase from three to six, as it can now move in 3D space and adjust its orientation angles: Roll, Pitch, and 
Yaw in the Euler representation. This increase in degrees of freedom raises the complexity of the problem since it 
requires estimating six variables to localize the robot in the environment. However, as UAVs can move independently 
along all axes, we were able to simplify pose estimation to spatial location (x, y, z) and orientation or Yaw. This allows 
the use of two PC-MLIF networks: one dedicated to encoding spatial location and another intended to store the 
orientation corresponding to each position on the plane (x, y). 

In this work, we adapt the Rat-SLAM algorithm [28] to operate in aerial environments, as shown in Figure 5. The 
first module involved is the environment perception module. Its function is to provide grayscale monocular images, 
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linear velocities, and angular velocity around the z axis. These come from a monocular camera and an Inertial 
Measurement Unit (IMU) mounted on the experimental UAV. This environmental information is taken by the second 
module, the navigation system, where the LVCs receive an image of the environment and the activity centroids of both 
PC-MLIF networks at each sampling time, establishing a relationship between these three quantities. The LVCs consist 
of cells that store a visual template for each visited location. When a familiar scene is seen again, the corresponding cell 
for that view is activated; otherwise, a new cell is created to represent the new view. These visual templates are obtained 
using the intensity profile of the grayscale image. When the difference between the stored profiles and the current one 
exceeds a threshold, the current template is stored in a new cell. The comparison between the current profile Ij and the 
stored profiles Ik is performed using the average absolute intensity difference function, as shown in Equation (13). This 
comparison is performed over a small range of pixel displacements s to provide some robustness against rotation. 

𝑘௠ =      ௞
ୟ୰୥ ௠௜௡

𝑓(𝑠, 𝐼௝ , 𝐼௞) (13)

 

Figure 5. Block diagram and information flow of our Rat-SLAM proposal for aerial environments. 

The two PC-MLIF networks are arranged in a prismatic matrix of 3D toroidal grid cells [27]. Their activity is 
governed by the dynamics of Continuous Attractor Networks (CAN) [78]. One of the PC-MLIF networks encodes the 
location in 3D space, while the other encodes the orientation corresponding to each position in the (x, y) plane of the 
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UAV. Each of the component neurons in these networks uses the model explained in Section 3.2, where the excitatory 
and inhibitory connections are governed by the excitation current entering each neuron, allowing a unique group of 
units to be active in each possible state. This forms what is called an activity packet or energy packet, whose centroid 
encodes the current pose estimation of the UAV. The activity in both networks follows the 3D CAN dynamics, which 
consists of three stages, as explained below. The difference in the update process carried out in each PC-MLIF network 
lies in the speed used to update the activity along the z axis. Thus, the PC-MLIF network that encodes the 3D pose uses 
linear velocity, while the other uses angular velocity. The three update stages are: local excitation, local-global inhibition, 
and activity normalization. The first stage requires an excitation weight matrix modelled by three-dimensional Gaussian 
distributions, as shown in Equation (14). In this expression, var represents the variance of each coordinate axis, which 
is constant for the spatial distribution. The excitation weight matrix, 𝜖௔,௕,௖, is calculated as the multiplication of the 
Gaussian distribution for each axis, as seen in Equation (15). The variation in the excitation current is given by Equation 
(16), where 𝑛௫ᇲ,𝑛௬ᇲ, and 𝑛ఏᇲ are the dimensions of the activity matrix. 

𝜖௜ = ൬
1

𝑣𝑎𝑟√2𝜋
൰ 𝑒ି௜మ/ଶ௩௔௥మ

 (14)

𝜖௔,௕,௖ = 𝜖௔. 𝜖௕ . 𝜖௖ (15)

Δ𝑖௉஼ିெ௅ூி
(௘௫௖)

= ෍ ෍ ෍ 𝑃௜,௝,௞
(௧)

௡
ഇᇲ

௞

௡
೤ᇲ

௝

௡
ೣᇲ

௜

. 𝜖௔,௕,௖ (16)

The indices a, b, and c represent the distances between the coordinates x′, y′, and θ′, and are calculated using the 
expressions shown in Equation (17). The operation mod(·) returns the remainder of the division of one number by 
another. It is used to keep the values of the indices a, b, and c within the integers [0,  (𝑛௫ᇲ −  1)], ൣ0,  ൫𝑛௬ᇲ −  1൯൧, and 
[0,  (𝑛ఏᇲ −  1)], respectively. 

𝑎 = (𝑥ᇱ − 𝑖) · 𝑚𝑜𝑑(𝑛௫ᇲ) 

𝑏 = (𝑦ᇱ − 𝑗) · 𝑚𝑜𝑑൫𝑛௬ᇲ൯ 

𝑐 = (𝜃ᇱ − 𝑘) · 𝑚𝑜𝑑(𝑛ఏᇲ) 

(17)

Once the variation in excitation current is obtained, the variation in inhibition current is calculated using an 
inhibitory weight matrix 𝜓௔,௕,௖  modelled in the same way as 𝜖௔,௕,௖ , but with negative weight values, as shown in 
Equation (18). 

Δ𝑖௉஼ିெ௅ூி
(௜௡௛)

= ෍ ෍ ෍ 𝑃௜,௝,௞
(௧)

௡
ഇᇲ

௞

௡
೤ᇲ

௝

௡
ೣᇲ

௜

. 𝜓௔,௕,௖ (18)

With these two processes completed, the current applied to each neuron of the PC-MLIF network in the next 
sampling time is given by Equation (19). As a result of applying a current to each neuron, the membrane potential of 
each cell is obtained. Each potential represents the activity matrix of the PC-MLIF network, from which a constant 
value ϕ is subtracted to perform global inhibition, as shown in Equation (20). Finally, it is normalized as shown in 
Equation (21). 

𝐼௉஼ିெ௅ூி
(௧ାଵ)

= ∆𝑖௉஼ିெ௅ூி
(௘௫௖)

+ ∆𝑖௉஼ିெ௅ூி
(௜௡௛)  (19)

𝑃
௫ᇲ,௬ᇲ,ఏᇲ
(௧ାଵ)

= 𝑃
௫ᇲ,௬ᇲ,ఏᇲ
(௧ାଵ)

− 𝜑 (20)

𝑃
௫ᇲ,௬ᇲ,ఏᇲ
(௧ାଵ)

=
𝑃

௫ᇲ,௬ᇲ,ఏᇲ
(௧ାଵ)

∑ ∑ ∑ 𝑃௜,௝,௞
(௧ାଵ)௡ഇᇲ

௞

௡೤ᇲ

௝

௡ೣᇲ

௜

 (21)

Up to this point, the process of updating activity in the PC-MLIF network has completed the three steps of 3D 
attractor dynamics, without considering the perceived information from the environment. To incorporate this 
information into the update process, two steps are performed, known as path integration and local view calibration.The 
first step projects the activity of the 3D cells to nearby cells by shifting the activity packet in the plane (x′, y′) according 
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to linear translational velocity, and in the third dimension according to angular velocity representing the change in 
heading (θ′). In Equation (22), the change in the activity matrix due to environmental perception is shown, where 𝛿௫బ

ᇲ , 
𝛿௬బ

ᇲ  and 𝛿ఏబ
ᇲ , are calculated according to Equation (23), with 𝑘௫ᇲ, 𝑘௬ᇲ, and 𝑘ఏᇲ representing the initial offsets for each axis, 

and 𝛾 is calculated according to Equation (24), where 𝛿௫೑
ᇲ , 𝛿௬೑

ᇲ  and 𝛿ఏ೑
ᇲ are the final offsets given by Equation (25). 

𝑃௟,௠,௡
(௧ାଵ)

= ෍ ෍ ෍ 𝛾

ఋ
ഇబ

ᇲ ାଵ

ఏᇲୀఋ
ഇబ

ᇲ

ఋ
೤బ

ᇲ ାଵ

௬ᇲୀఋ
೤బ

ᇲ

ఋ
ೣబ

ᇲ ାଵ

௫ᇲୀఋ
ೣబ

ᇲ

· 𝑃
൫௟ା௫ᇲ൯,൫௠ା௬ᇲ൯,൫௡ାఏᇲ൯

(௧ାଵ)  (22)

𝛿௫బ
ᇲ = 𝑘௫ᇲ · 𝑣 · cos(𝜃ᇱ) 

𝛿௬బ
ᇲ = 𝑘௬ᇲ · 𝑣 · sin(𝜃ᇱ) 

𝛿ఏబ
ᇲ = 𝑘ఏᇲ · 𝜔 

(23)

𝛾 = 𝑓 ቀ𝛿௫೑
ᇲ , 𝑥ᇱ − 𝛿௫బ

ᇲ ቁ 𝑓 ቀ𝛿௬೑
ᇲ , 𝑦ᇱ − 𝛿௬బ

ᇲ ቁ 𝑓 ቀ𝛿ఏ೑
ᇲ , 𝜃ᇱ − 𝛿ఏబ

ᇲ ቁ 

𝑓(𝑎, 𝑏) = 𝑎 𝑖𝑓 𝑏 = 1 

𝑓(𝑎, 𝑏) = 1 − 𝑎 𝑖𝑓 𝑏 = 0 

(24)

𝛿௫೑
ᇲ = 𝑘௫ᇲ · 𝑣 · cos(𝜃ᇱ) − 𝛿௫బ

ᇲ  

𝛿௬೑
ᇲ = 𝑘௬ᇲ · 𝑣 · sin(𝜃ᇱ) − 𝛿௬బ

ᇲ  

𝛿ఏ೑
ᇲ = 𝑘ఏᇲ · 𝜔 − 𝛿ఏబ

ᇲ  

(25)

The second step is local view calibration. It is aimed at resetting cumulative errors from the trajectory integration. 
To achieve this, the LVCs are associated with the activity of the two PC-MLIF networks such that when the robot 
returns to a previously visited location, the LVC associated with this location activates the same neurons in the PC-
MLIF network as when this location was first visited, through an excitatory linkage shown with a red dotted arrow in 
Figure 5. To learn the relationship between the local view cell vector and the activity in the PC-MLIFs, the matrix ν 
stores their synaptic interconnections, using a version of Hebb’s law for learning. The connection between 𝑃௫ᇲ, ௬ᇲ,௭ᇲ,ఏᇲ 

and Vi is obtained through Equation (26), where ξ is the learning rate and Vi is the activity vector of the LVC. 

𝜈௜,௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲ
௧ାଵ = max ቀ𝜈௜,௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲ

௧ , 𝜉𝑉௜𝑃௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲቁ (26)

The EM is a topological map composed of many individual experiences, e, each connected by transitions, tij. An 
individual experience ei, given by Equation (27), contains the positions of the active cells in the PC-MLIF network, 
𝑃௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲ

௜ , the activity vector of the LVC (Vi), and the estimated spatial position (pi) derived from measurements, i.e., 

positions from speed integration. The first experience is created at an arbitrary starting point, and subsequent 
experiences are built from the previous one through transitions. 

𝑒௜ = ቄ𝑃௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲ
௜ , 𝑉௜ , 𝑝௜ቅ (27)

When the comparison metric of activity in the two preceding modules exceeds a threshold Smax, a new experience 
is created with an associated transition. The metric S is obtained using Equation (28), where μp and μv are constants that 
weigh the respective contributions of the two PC-MLIF networks and the LVC to the final score. 

𝑆 = 𝜇௣ ቚ𝑃௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲ
௜ − 𝑃௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲቚ + 𝜇௩ห𝑉௜ − 𝑉ห (28)

The transition tij stores the change in position measured from the integration of velocities obtained from the IMU. 
Equation (29) shows the stored transitions, where ∆pij represents the change in the estimated vehicle pose. The link 
between the previous experience ei and the new experience ej is formed according to Equation (30). 

𝑡௜௝ = {∆𝑝௜௝} (29)

𝑒௜ = ቄ𝑃
௫ᇲ,௬ᇲ,௭ᇲ,ఏᇲ
௝

, 𝑉௝, 𝑝௜ + ∆𝑝௜௝ቅ (30)
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Note that a loop closure occurs when the activity in both networks (PC-MLIF and LVC) sufficiently matches a 
stored experience. When this happens, it is highly unlikely that the accumulated change in position from transitions 
leads the loop closure experience to match previously stored experiences for the same position. To achieve this match, 
the positions of all experiences are updated using Equation (31), where α is a constant correction rate, Nf is the number 
of links from experience ei to other experiences, and Nt is the number of links from other experiences to experience ei. 

∆𝑝௜ = 𝛼 ቎෍(𝑝௝ − 𝑝௜ − ∆𝑝௜௝)

ே೑

௝ୀଵ

+ ෍(𝑝௞ − 𝑝௜ − ∆𝑝௞௜)

ே೟

௞ୀଵ

቏ (31)

5. Experimental Results 

5.1. Experimental Setup 

To carry out all the experimental tests presented in this section, we will use the well-known Hector Quadrotor 
simulation environment [79]. This setup includes a drone equipped with a monocular camera and an IMU to evaluate 
our proposal. The computational environment is implemented in the Robot Operating System (ROS) [80], which is 
widely used in robotics applications due to its many advantages. These include versatility in programming language 
support, integrated Gazebo and RViz simulators, the ability to simulate different environments and robots, and ease of 
transition from simulation to real-world deployment. 

The Root Mean Squared Error (RMSE) was used as the error metric to assess the accuracy of the trajectory estimates. 
It is calculated using Equation (32), where N represents the number of estimates, and, GT and EP denote the Ground Truth 
provided by the drone, published on the /ground_truth/state topic, and Estimated Pose by Rat-SLAM, respectively. 

RMSE = ඩ
1

𝑁
൭෍(𝐺𝑇௜ − 𝐸𝑃௜)ଶ

ே

௜ୀଵ

൱ (32)

5.2. Performance Evaluation of Rat-SLAM Applied to UAV 

For the initial analysis, two trajectories were evaluated. The objective was to determine the suitability of the 
adapted Rat-SLAM for aerial applications. To this end, the RMSE is calculated for each trajectory relative to the GT, 
providing a metric to quantify the deviation in Rat-SLAM’s estimates. 

The first trajectory is a zig-zag path, shown in Figure 6. In this path, the drone ascends in a straight line, maintains 
a constant altitude while moving horizontally, and then descends in a straight line at the endpoint. This trajectory type 
was selected due to its common use in exploration or inspection tasks. 

 
(a) 



Drones and Autonomous Vehicles 2025, 2, 10004 15 of 30 

 

 
(b) 

 
(c) 

Figure 6. Trajectory 1—Zig-zag-shaped trajectory. The obtained RMSE was 0.39 m. In (a), the trajectory in 3D space is shown, 
while (b) and (c) display the projections onto the x-y and x-z planes, respectively. 

The corresponding RMSE was 0.39 m. No perturbations were added in this first approach because the main issue we wanted 

to test is the implementation feasibility of Rat-SLAM with PC-MLIF. A robustness and stability analysis of this approach is still 

pending, and will be object of further studies. 
The second trajectory analyzed evaluates the performance of the proposed approach during a return-to-home path, 

in which the drone returns to its launch point. This trajectory is common in UAV applications. Unlike the previous test, 
altitude variations were introduced at different points along this path, providing richer data for analysis. The results, 
shown in Figure 7, suggest a slightly higher RMSE compared to the prior evaluation (shown in Figure 6), possibly due 
to the limited number of objects in the environment, which reduces the ability to differentiate between images. This is 
because the algorithm uses references to landmarks. 
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Figure 7. Trajectory 2—with a return to the launch point. The obtained RMSE was 2.95 m. In (a), the trajectory in 3D space is 
shown, while (b) and (c) display the projections onto the x-y and x-z planes, respectively. 

Nonetheless, the observed deviation from the GT falls within the range expected in autonomous robotic systems 
for wide areas, with an RMSE of 2.95 m. Perhaps a further analysis of cummulative errors and percentual error should 
be done for applications in a physical drone, as well as a robustness analysis, as mentioned earlier. 

5.3. Statistical Analysis of the Memristive 4DoF Rat-Slam 

After completing the previous analysis, the second question worth answering is: how is the RMSE influenced if 
the same trajectory is repeated n times? Answering this question allows us to determine whether there is a significant 
deviation in the estimates predicted by Rat-SLAM during successive repetitions. The sequence of steps followed was 
as follows: (1) the drone is placed at the starting point; (2) the trajectory is executed; (3) once the previous point is 
reached, the system is reset; and (4) the drone returns to the starting point (1). To obtain a representative sample for 
performing the statistical analysis, this sequence was repeated n = 100 times. 

To conduct this analysis, we used two trajectories. In the first, the drone travelled from one point to another, 
covering a considerable distance without returning to the starting point. In the second, it returned to a point near the 
launch site, covering a smaller area than the first path. Figures 8 and 9 illustrate trajectories 3 and 4, respectively. In 
these figures, the red trajectory represents the ground truth (GT), the blue dashed line corresponds to the best estimation 
obtained, and the green dotted line indicates the worst estimation of the algorithm, based on the 100 repetitions 
performed. These two figures allow us to qualitatively observe the magnitude of the deviation of the best and worst 
estimates compared to the GT. However, it should be noted that the observed deviations may be because IMU 
measurements often contain noise, which consequently affects the estimates of our approach during the velocity 
integration process. We will now analyse the statistical variables calculated for these two trajectories. 
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Figure 8. Trajectory 3—the drone moves from one point to another without returning to the launch point. In (a), the trajectory is 
shown in 3D space, while (b) and (c) show its projections in the x-y and x-z planes, respectively. 

 
(a) 
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Figure 9. Trajectory 4—the drone follows a path similar to a square, returning to the launch point. In (a), the trajectory is shown 
in 3D space, while (b) and (c) show its projections in the x-y and x-z planes, respectively. 

First, we will focus on the statistical analysis of the localization errors estimated by Rat-SLAM to identify patterns 
of behaviour under different experimental conditions. We examine both the dispersion and variability of the errors, as 
well as the properties of the distributions, such as symmetry and kurtosis, to gain a comprehensive understanding of the 
observed deviations. The results, presented in Tables 1 and 2, highlight significant differences between the trajectories 
analysed. On the one hand, trajectory 3 corresponds to a considerable distance travelled without returning to the starting 
point. This trajectory shows a greater dispersion, with a standard deviation of 0.57m and a range of variation from 3.47 
to 6.07 m. This suggests a higher uncertainty in the localization estimated by Rat-SLAM, possibly related to the 
accumulation of errors in longer or more complex trajectories. In contrast, trajectory 4, which involves a return close to 
the starting point, shows significantly less variability, with a standard deviation of 0.21 m and a range of variation 
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between 0.74 m and 2.01 m. The lower dispersion in this trajectory suggests greater accuracy in scenarios where the 
system has the opportunity to close the loop and correct accumulated errors. 

Table 1. Descriptive analysis of the two evaluation trajectories. 

Parameter Trajectory 3 Trajectory 4 
Min. [m] 3.47 0.74 
Max. [m] 6.07 2.01 
Mean [m] 4.61 1.03 

Median [m] 4.58 0.96 
Standard Deviation [m] 0.57 0.21 

Variance [m2] 4.58 0.96 
Interquartile Range [m] 0.83 0.11 

Kurtosis −0.39 5.51 
Skewness 0.47 2.14 

Table 2. Hypothesis test. 

Parameter Trajectory 3 Trajectory 4 
Shapiro-Wilk Test p-value: 0.02 p-value: 0.0001 

Runs Test p-value: 0.07 p-value: 0.0001 
Mean Test p-value: 0.0001 p-value: 0.0001 

If we analyze the shape measures, for Trajectory 3, the skewness coefficient is 0.47, indicating a slight positive 
skew. Although most of the errors are concentrated around the mean, the presence of higher values extends the right 
tail of the distribution, suggesting the occurrence of significantly larger outlier errors, possibly associated with specific 
segments of the trajectory. This behaviour is confirmed in Figure 10, where the box plot of the observed errors shows 
the distribution and dispersion of values, supporting the patterns mentioned for Trajectory 3. The kurtosis of −0.39 
indicates a platykurtic distribution, meaning it has less pronounced tails than a normal distribution, suggesting a lower 
frequency of extreme values and greater dispersion around the mean. Furthermore, the Shapiro-Wilk test confirms the 
non-normality of the distribution (p-value = 0.02), while the runs test (p-value = 0.07) suggests an error pattern close 
to randomness. These results reinforce the idea that, although variability is moderate, the behaviour of the errors does 
not follow a fully predictable pattern. 

 

Figure 10. Box plot of the RMSE of trajectory 3. 

In the case of Trajectory 4, the skewness coefficient of 2.14 reveals a marked positive skew. Although most of the 
errors are relatively small, outliers are identified that represent significantly larger deviations. The kurtosis of 5.51, 
characteristic of a leptokurtic distribution, indicates a high concentration of errors around the mean, but with long tails 
that reflect a greater probability of extreme errors, possibly associated with sporadic algorithm failures or external 
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influences. The Shapiro-Wilk test rejects the normality hypothesis (p-value = 0.0001), confirming the presence of this 
strong skewness, while the runs test (p-value = 0.0001) indicates a non-random pattern in the error distribution, 
suggesting systematic behaviour. In Figure 11, the box plot corresponding to the errors of this trajectory clearly 
illustrates this dispersion and the presence of outliers, thus supporting the patterns observed in the statistical measures. 

 

Figure 11. Box plot of the RMSE of trajectory 4. The mean is shown as an orange dotted line, the frequency distribution is shown 
in blue, and the black circles represent the outliers obtained in the experimental tests. 

The differences in shape measures between both trajectories highlight contrasting dynamics in terms of dispersion 
and the presence of extreme errors. While Trajectory 1 exhibits a more uniform distribution with a tendency for larger 
errors, Trajectory 4 is characterized by a more pronounced skew, with a higher concentration of errors near the mean 
and significant outliers. These results provide a clear insight into the performance of Rat-SLAM under different flight 
conditions and emphasize the importance of improving its robustness against variations in the perceived environment 
for each of the evaluated trajectories. 

Finally, the hypothesis tests for the mean, with significant p-values in both trajectories (0.0001), confirm that the 
observed errors deviate from the expected values. However, the magnitude of the errors obtained is within the range of 
practical values. It is therefore possible to locate a UAV with sufficient accuracy using bio-inspired algorithms, whose 
information processing is very similar to that of living organisms. 

5.4. Comparison of Results: Rat-SLAM vs. EKF 

Having answered the previous two questions, the last one worth analyzing is: how much larger or smaller are the 
estimation errors of Rat-SLAM compared to other types of solutions? In this case, we implemented an EKF, which is a 
widely used method for the estimation of robot localization through the fusion of GPS and IMU measurements. 

The first comparison we made involves a spiral ascent to a height of over thirty meters, as seen in Figure 12. The 
goal of this test is to evaluate the behaviour when the position in 3D space is modified simultaneously.  
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Figure 12. Trajectory 5—spiral ascent: the drone ascends while simultaneously modifying its position in the x-y plane. In (a), the 
GT and the estimates made by the EKF and Rat-SLAM are shown in 3D space, while (b) and (c) show the projections in the x-y 
and x-z planes, respectively. 
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The second comparison is a trajectory where the drone ascends in a straight line, makes a trip, and then returns to 
the launch point (return to home) without closing the loop, as shown in Figure 13. 

 
(a) 

 
(b) 



Drones and Autonomous Vehicles 2025, 2, 10004 25 of 30 

 

 
(c) 

Figure 13. Trajectory 6—return-to-home trajectory: the drone ascends and then modifies its position in the x-y plane. In (a), the 
GT and the estimates made by the EKF and Rat-SLAM are shown in 3D space, while (b) and (c) show the projections in the x-y 
and x-z planes, respectively. 

Table 3 shows the RMSE values, computed according Equation (32), for these trials. By analyzing the magnitude 
of the errors from both UAV localization solutions, we can conclude that the errors obtained from the present bioinspired 
approach, are comparable to those obtained by the “classical” EKF. Therefore, it is possible to apply the Rat-SLAM presented 
in this work to localize a UAV with a bounded error and an appropriate magnitude for such localization applications. 

Table 3. Comparison metric between Rat-SLAM and EKF. 

Comparison Trajectory RMSE Rat-SLAM [m] RMSE EKF [m] 
Spiral ascent 0.65 0.77 

Return-to-home trajectory 1.49 0.68 

6. Discussion of the Experimental Result 

As mentioned in each of the case studies, the goal was to answer different questions that would allow us, on the 
one hand, to conclude the performance of our memristive based version of Rat-SLAM with Spiking Neural Networks, 
when used in aerial applications, and on the other hand, to outline a horizon of improvements to be implemented in 
future work. Additionally, it is important to note that in all the evaluations conducted, the environment we used was 
highly repetitive. The central idea behind this choice was to analyze whether there is a deep influence on the 
environment that would make it impossible to use the Rat-SLAM vision system. The repetitiveness of the environment 
is often a critical factor to consider in vision-based SLAM systems, as in most applications, they cannot be used, 
requiring the use of additional sensors and/or other algorithms. 

The initial evaluations of the system, presented in Section 5.2, aimed to determine the ability of our proposal to 
solve the SLAM problem in UAV applications. To achieve this, we first evaluated a zig-zag-like trajectory where we 
observed a much more accurate fit in the x-y plane compared to the x-z plane. The distance travelled by the drone in 
this initial trajectory was of moderate length. Therefore, the next step was to evaluate a trajectory with a greater distance. 
The goal was to analyze the quality of the estimates made by Rat-SLAM for long distances. For this, we conducted a 
trajectory where the drone returns to the launch point, i.e., performs a “return to home”. To do this, we modified the 
UAV’s pose linearly along the three axes and angularly along the z-axis to allow course adjustment. In this case, there 
was a higher estimation error in the x-y plane compared to the previous evaluation, while in the x-z plane, the magnitude 
of the error did not change significantly. These two evaluations allowed us to conclude, both quantitatively and 
qualitatively, from the RMSE and the pose graphs, respectively, that our proposal is suitable for UAV applications. 
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The previous conclusion motivated us to continue exploring the behaviour of our algorithm in other operational 
scenarios. As such, in Section 5.3, we asked how the performance would be if the same trajectory were repeated 100 
times. This analysis allows us to determine the influence of the initialization of different variables each time the 
algorithm is activated. In the first trajectory conducted, the drone moves from one place to another, without returning 
to the launch point. In this case, we observed that both, the best and worst estimates, were considerably far from the 
GT. If we compare this trajectory with the one shown in Figure 7, the one of the returning to launch point, and with a 
comparable travelled distance, we can appreciate the extreme importance of loop closure to reset the positioning 
cummulative errors. The deviation observed in the third trajectory (analyzed in Section 5.3) is highly probably caused 
by the lack of loop closure. In contrast, when the loop closure occurs, the EM restarts the velocity integration errors, 
adjusting each experience based on this error. The importance of loop closure is evident in trajectory 4 in Section 5.3, 
where the robot returns to the starting point. In this case, both the worst and best estimates were not as far from the GT. 
Therefore, one of the future tasks we will undertake is to incorporate a method to reduce the error in velocity integration 
for cases where the UAV’s trajectory does not return to the starting point. 

Finally, we decided to compare the quality of the Rat-SLAM estimates with another method for solving the same 
positioning problem. To do this, we used an EKF that, by fusing data from the GPS and IMU, estimates the robot’s 
pose. For these evaluations, we chose to compare the worst-case scenario, that is, the case where the UAV does not 
perform loop closure. Therefore, if the error of the estimates is within the same order of magnitude as the one obtained 
by the EKF for the worst-case scenario, we can conclude that our proposal is better for solving SLAM. The first 
trajectory we performed for this test was a spiral ascent, the Trajectory 5. This allows us to visualize the behaviour 
when velocities are applied to all three axes simultaneously. If we look at Figure 12, we can see that the deviations for 
both the EKF and Rat-SLAM were similar, which is evidenced both graphically and by the RMSE computation. On the 
other hand, Trajectory 6 involves a return to the starting point, but without closing the loop. For the loop closure to 
occur, the robot must perceive a known scene, meaning it must pass through the same location again. As expected, in 
this case, the Rat-SLAM estimates accumulated more error compared to the EKF, primarily in the x-z plane, due to the 
reasons explained in the previous paragraph. Nevertheless, despite this, we can appreciate that the obtained error 
magnitude by Rat-SLAM is comparable to that of the EKF approach. Therefore, this allows us to validate the previous 
hypothesis, in which we questioned the ability of our proposal to solve SLAM with PC-MLIF. 

In summary, all the evaluations performed highlighted the need for loop closure, or, if this is not possible, to 
incorporate some method of reducing integration errors when dealing with trajectories where the robot moves from one 
point to another. However, it is important to emphasize that the environment is highly repetitive, making it difficult to 
establish differences between one image and another. Despite this, the algorithm was able to create distinct experiences 
that allowed it to estimate each of the robot’s poses along the trajectories performed during experimental tests. 

7. Conclusions 

In this work, we presented a bio-inspired approach to solve SLAM using visual information from the UAV’s 
environment (from a monocular camera) and inertial information (from an IMU). The use of the MLIF neural model 
allowed us to further approximate the way information is processed in the brains of living organisms. Moreover, 
employing this model will enable us, in the future, to utilize memristors for NC based on PC-MLIF networks on a 
hardware device. This valuable possibility will allow us, on the one hand, to decrease energy consumption by leveraging 
memristors, and on the other hand, to reduce information processing via software. These characteristics are crucial in 
autonomous robotic applications, as UAVs have limited onboard software resource capabilities and limited energy availability. 

Our version of the well-known Rat-SLAM algorithm is efficient enough to estimate the pose of a robot moving 
through the air, as well as to construct a semi-metric map of the covered environment using the EM. The magnitude of 
the errors obtained both when the robot traverses a trajectory once and when it repeats it 100 times, as well as its 
comparison with the errors from the EKF, demonstrate this estimation efficiency and the ability to solve UAV SLAM 
with an acceptable error for robotic applications. 

In the tests we conducted, we found a limitation in the algorithm operation without closure loops, i.e., without 
returning to a previously visited location. This occurs because the poses stored in the PC-MLIF network are inferred 
from linear and angular velocities. If the UAV does not revisit a location that allows the reset of velocity integration 
errors, they will be accumulated. Therefore, as future work, we propose to include a module to reduce error 
accumulation during operations without location revisited. This would help mitigate the errors observed in experimental 
tests where the UAV moves from one point to another without closing the loop. On the other hand, when the loop is 
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closed, that is, when the UAV revisits a previously traversed location, the estimation errors are reset, significantly 
improving future estimates. This feature makes the algorithm valuable for applications such as package delivery along 
trajectories that return to the starting point. 
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