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ABSTRACT: The diagnosis of paper breakage faults during the papermaking process is of great significance for improving product
quality and maintaining stability in the production process. This paper develops a cross-condition transfer learning fault diagnosis
model. This study proposes a fault diagnosis method based on transfer learning to address the issue of single-condition diagnostic
models performing poorly when applied to different conditions..This method uses both parameter transfer and feature transfer to
diagnose faults across different conditions. At the same time, in response to the issue of insufficient small sample operating data,
we introduce federated learning technology to explore the impact of model compression rates on the diagnostic accuracy of the
federated global model during the federated model training process. The results indicate that compared to single operating condition
models, fault diagnosis performance based on transfer learning across different operating conditions has improved. The diagnostic
model based on feature transfer performs even better, achieving accuracy rates of 98.31%, 94.64%, and 96.43% under different
transfer tasks, allowing for accurate classification of the majority of samples. Additionally, the federated learning method provides
an effective solution for fault diagnosis in small sample operating conditions, and an appropriate model compression rate can ensure
diagnostic accuracy while protecting data privacy.
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1. Introduction

In recent years, paper has continued to play an irreplaceable role across various industries, with paper products
widely used in daily life, education, and technological development [1]. As papermaking technology and equipment
advance, the efficiency of paper production has improved [2]. However, issues such as surface defects and sheet breaks
can arise during paper production due to factors like pulp properties, chemical use, process conditions, and equipment
status [3]. These faults can severely impact the yield and economic benefits of paper production. This paper establishes
a fault diagnosis model based on transfer learning. It uses a systematic approach to quickly locate and analyze faults
when they occur, thereby reducing their impact on production and enhancing stability.

In everyday paper usage, which requires lightweight, soft, and fluffy characteristics, the overall basis weight of the
paper is relatively low [4]. Additionally, the creping process in the dryer increases the risk of sheet breaks. Such breaks
can severely disrupt the papermaking process, leading to unplanned downtime, decreased efficiency, and potential
additional damage to key equipment, which shortens its lifespan. Furthermore, paper breaks can affect the continuity of
paper rolls and the uniformity and strength of the paper, reducing the quality of the final paper product.

Traditionally, diagnosing paper break faults has depended on the experience and expertise of engineers.While this
method is effective, its reliability and applicability are limited in the face of complex and variable production
environments [5]. With technological advancements, fault diagnosis has evolved. It has shifted from traditional
experience-based methods to intelligent diagnostics. These new methods rely on advanced data analysis and machine
learning technologies [6]. The core tasks of fault diagnosis are detecting, identifying, and locating faults in the system,
determining whether a fault has occurred, pinpointing its exact location, and analyzing its causes [7]. Currently, the

https://doi.org/10.70322/amsm.2024.10009



Advanced Materials & Sustainable Manufacturing 2024, 1, 10009 2 of 24

main methods for fault diagnosis are grouped into three categories: model-based methods, knowledge-based methods,
and data-based methods [8].

Model-based diagnostic methods require a thorough understanding of the intrinsic mechanisms of the system under
study and this understanding can be used to construct a mechanistic model of the relevant processes [9]. Common
model-based methods include state estimation, parameter estimation, and equivalent space methods. The effectiveness
of model-based methods for fault diagnosis depends on understanding and analyzing the actual industrial processes’
mechanisms. When the system’s mechanisms are complex, building accurate models becomes challenging, which limits
the application of model-based methods in industrial processes [ 10]. Knowledge-based methods include expert systems,
fuzzy logic, and graph theory. Expert systems leverage expert knowledge to provide good explanations for faults in
production and equipment operation. Still, the accuracy of fault diagnosis is directly affected by the level and experience
of different experts [11]. Fuzzy logic methods are relatively simple, robust to parameter variations, and can quickly
respond to changes in system states [12]. However, the performance of fuzzy logic systems is heavily influenced by the
fuzzy rules, which can impact the system construction process. Directed graphs offer advantages in fault diagnosis and
detection by allowing for early inference of faults, explanation of fault paths, and simultaneous analysis of fault causes
[13]. Cao et al. [14] combined binary decision diagrams with fault tree analysis to avoid the combinatorial explosion
problem that can occur during fault diagnosis. The fault tree quantitative analysis method can provide probabilities of
occurrence at different times. By optimizing the intelligent diagnostic process using expert systems, better fault
diagnosis for hot forging presses can be achieved. Graph theory methods use logical causal relationships to determine
system faults, resulting in outcomes that are easy to understand and have broad applicability. However, for more
complex systems, ensuring accuracy can be challenging.

With the continuous advancement of information technology and data science, industrial systems and production
processes are becoming increasingly complex [15]. Traditional manual experience and mechanistic analysis are no
longer sufficient to extract and analyze the implicit information in date. Data-driven methods primarily rely on data
analysis for fault diagnosis, including statistical methods, signal processing, and machine learning methods [16].
Machine learning theory applied to machine fault diagnosis mainly involves adaptively learning diagnostic knowledge
from collected data rather than relying on manual expertise. It builds diagnostic models to automatically establish
relationships between the collected data and machine states [17]. Unsupervised feature learning automatically extracts
features from raw data. Due to its adaptive learning nature, it can more effectively capture data characteristics and
achieve higher diagnostic accuracy. Autoencoders (AE), due to their structural features, have been widely used in
feature extraction and fault diagnosis [18].

As an effective machine learning technique, transfer learning enhances learning performance in the target domain
by leveraging knowledge from the source domain. This approach offers new solutions for fault diagnosis, including
applications like paper break detection [19]. In industrial processes, especially in fault diagnosis, data imbalance is
common, with fault occurrences being much rarer than normal operations, leading to scarce fault data [20]. Transfer
learning can enhance model generalization and diagnostic accuracy by effectively utilizing source domain data when
target domain data is limited or poorly labeled [21].

This approach does not rely on large amounts of labeled data for training, making fault diagnosis methods more
applicable in real-world industrial scenarios [22]. Transfer learning can effectively utilize existing data and models in
the fault diagnosis process, enhancing the accuracy and efficiency of fault detection. Compared to traditional model-
driven methods, transfer learning can operate in the target domain with relatively fewer labeled data by leveraging data
from the source domain for knowledge transfer, thereby reducing reliance on labeled data. Fine-tuning pre-trained
models enables rapid adaptation to new environments and fault patterns, enhancing flexibility.

Currently, several feasible online detection solutions for paper breakage faults have been proposed and applied.
For example, infrared photoelectric sensors are used to continuously monitor the paper web, where real-time signals
from the sensors help determine if a paper breakage fault has occurred at various positions [23]. Some studies have also
combined video monitoring systems with information technology to accurately monitor the operational status of paper
machines and detect and locate faults on the production site. The application of digital measurement technology allows
online weight measurement during paper breakage events, capturing signals such as sizing flow, sizing concentration,
and paper machine speed. By measuring the input weight of the product, this method compensates for the inability of
weight sensors in quality control systems to measure during paper breakage, assisting paper mills in decision-making.
These methods mainly focus on detecting paper breakage faults, but there is a lack of analysis regarding the causes of
the faults.
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This study focuses on the paper machines used for household paper production, analyzing paper breakage faults
based on historical production data from paper mills. The actual production process is subdivided into different
operating conditions according to key process parameters. By combining mechanism analysis with data analysis, a
diagnostic model is constructed. Further generalization of this diagnostic model enables its application to a wider range
of production processes and practical scenarios.

The paper aims to investigate a fault diagnosis method for paper breakage based on transfer learning. First, it
introduces the background of paper breakage fault diagnosis and the existing research challenges. Next, it provides a
detailed explanation of the basic principles and current applications of transfer learning in the machine learning field.
Finally, it proposes a transfer learning-based framework for paper breakage fault diagnosis and verifies its potential to
improve diagnostic performance through experimental results. This research aims to provide new insights and methods
for fault diagnosis in the paper manufacturing industry, thereby enhancing production efficiency and equipment
utilization and reducing losses caused by faults.

2. Experiments
2.1. Data

In papermaking , parameters such as paper product basis weight, sizing flow rate, and machine speed vary. This paper
analyzes key process parameters of the papermaking machine, classifies different production processes based on
quantitative set values, and merges similar operating conditions according to other key process variables to facilitate
subsequent modeling analysis. For the papermaking process, the main difference between operating conditions lies in the
production process, and different production processes correspond to different process parameters. This study segments
the collected dataset based on variations in basis weight set values, resulting in multiple time series data subsets, and
analyzes the relationships between basis weight and other variables that strongly influence the production process.

After segmenting the operating condition data, the study classifies the conditions based on three parameters: basis
weight, machine speed, and long fiber ratio. Seven distinct production conditions are identified by splitting and
reorganizing the existing dataset The three conditions with the largest amount of data are designated as Condition A,
Condition B, and Condition C, respectively, for data preparation in subsequent modeling.

2.2. Modeling System
2.2.1. Model Building

In the paper production process, changes in papermaking machine parameters can significantly impact the
production process. To explore the relationship between paper breakage faults and operational parameters and their
variations and to quickly locate the fault, actual production data is obtained and processed. Based on fault analysis
mechanisms and experience, unsupervised clustering methods are used. These methods categorize faults and identify
different types of paper breakage issues. Since process parameters vary across different production conditions, different
algorithms are used to build and train fault detection models for each production state. Various evaluation metrics are
employed to assess the effectiveness of the models.

For high-dimensional data, different clustering methods can be chosen based on the scenario, including partition
clustering, density clustering, distribution clustering, and hierarchical clustering [24]. K-Means clustering is simple,
easy to implement, and converges quickly, but it is sensitive to outliers, which can affect the clustering results. It aims
to partition the dataset into K non-overlapping subsets, minimizing the sum of distances between data points and their
corresponding cluster centers [25]. Based on probability density, the Gaussian Mixture Model (GMM)performs better
with multidimensional data. Using both K-Means and GMM for clustering allows for cross-validation of results,
improving the reliability of the clustering outcome. To determine the optimal number of clusters, this study employs
both methods and compares their results for a comprehensive evaluation.In analyzing the papermaking process, it is
crucial to initially determine the operating status of the papermaking machine based on paper break signals. Given the
diversity of paper break fault types, fault diagnosis requires classifying these various fault types. Commonly employed
fault classification models include Logistic Regression (LR) [26], Support Vector Machines (SVM) [27], Random
Forest (RF) [28], and Softmax Classifier.

Logistic regression fits model parameters through maximum likelihood estimation. Given the training data,
optimization algorithms like gradient descent are used. They iteratively adjust the model parameters. This process
minimizes the discrepancy between the model’s predicted values and the actual observed values [29]. Support Vector
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Machines (SVMs) perform exceptionally well in classification tasks. The objective is to find an optimal hyperplane.
This hyperplane separates data from different classes. It aims to maximize the margin between the classes. Additionally,
it seeks to minimize the number of misclassified points [30]. Random Forest is an ensemble method that enhances
model performance and robustness by constructing multiple decision trees [31]. A decision tree is a machine learning
model based on a tree structure used for classification and regression analysis. It builds a tree-like decision diagram by
recursively and binary splitting the dataset. The construction process involves selecting the optimal features for splitting
until a predefined stopping criterion is met. Its advantages include minimal preprocessing requirements, ease of
understanding and interpretation, and the ability to handle both numerical and categorical data [32].

An autoencoder is an unsupervised learning model that compresses data into a lower-dimensional representation
and reconstructs the input from this compressed form [33]. In the training process of an autoencoder, the objective is to
minimize the reconstruction error and derive a lower-dimensional representation of the data, thereby facilitating feature
extraction from high-dimensional inputs. For multi-class classification problems, the Softmax classifier is frequently
employed. This classifier produces probabilistic outputs by applying the Softmax function, which exponentiates and
normalizes the raw scores for each class. This normalization maps the class scores to a probability distribution over the
range [0, 1], reflecting the likelihood of each class. The computation of these probabilities is typically expressed as
follows in Equation (1) [34].

e*i
f(xi) =N—xl =12,-,N (D)
n=1€""

In the equation, x; represents the raw score for the (i)-th class in the input, while f(x;) denotes the probability
that the sample belongs to the (i)-th class.

By employing both traditional machine learning methods and deep learning algorithms, effective classification and
identification of various types of paper breakage faults have been achieved. Results indicate that deep learning models
outperform traditional machine learning methods across multiple evaluation metrics. However, there is still room for
improvement in the performance of deep learning models on certain operating condition datasets. Among the traditional
machine learning methods, the random forest classifier performs better than logistic regression and support vector
machines. Experimental results show that a fault diagnosis model trained on data from a specific operating condition
performs poorly. It struggles to generalize to faults under different operating conditions. This indicates that models
trained under single operating conditions have limited generalization capabilities. They cannot be directly applied to
other production processes. To address this issue, new methods need to be introduced to enhance the accuracy of fault
diagnosis, which is of significant importance for practical applications in paper breakage fault detection. Figure 1 shows
the main research framework of the modling section proposed in this study.
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Figure 1. Main Research Framework of the Modeling Section.

2.2.2. Transfer Learning

In the production process of household paper, different specific paper products and varying production quantities
involve different process parameters. Typically, research on industrial process fault diagnosis is based on having
sufficient data from the papermaking process, and fault diagnosis is achieved through a comprehensive analysis of data
and empirical mechanisms for different production processes [35]. However, in real industrial processes, faults are low-
probability events and process conditions vary under different operating conditions, which can result in situations where
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sufficient data for fault diagnosis research cannot be collected under certain conditions. In cases with limited data,
transfer learning offers a new approach to address diagnosis challenges.

In many tasks within machine learning and deep learning, it is generally assumed that data follows the same
distribution and comes from the same feature space. Still, in reality, these conditions are often not fully met. Issues such
as limited labeled training samples or changes in data distribution may arise. Transfer learning methods are introduced
to address these problems, where deep learning can be used for feature extraction, and transfer learning can be used for
knowledge transfer. Combining these two approaches, deep transfer learning methods can apply features learned in the
source domain to learning tasks in the target domain.

This paper combines fault diagnosis models with transfer learning theory to achieve cross-condition fault diagnosis.
By extracting features and transferring model parameters trained under data-rich conditions to new conditions, the
generalizability and applicability of fault diagnosis models can be enhanced. This study employs two different transfer
methods: parameter transfer and feature transfer. For fault diagnosis based on parameter transfer, the model training
process includes several parts: source model training, model transfer, model fine-tuning, and model application. The
fault diagnosis model based on feature transfer consists of two parts: model training on source domain data and model
application testing on target domain data. Different evaluation metrics are introduced to assess the performance of the
target domain test samples under various transfer tasks.

The main modeling process is shown in Figure 2.
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Figure 2. Research Content of Transfer Learning.

Parameter Transfer Model

To study the fault diagnosis of paper machine paper breakages under different operating conditions, this section
establishes a parameter transfer model. The overall framework of the model includes a feature extraction layer and a
fault classification layer [36]. The parameters of the feature extraction module are trained using source domain data,
and these parameters and weights are frozen. At the same time, the classification layer’s structure parameters are
adjusted using samples from the target domain. The fine-tuned model is then used for fault diagnosis under the target
conditions. The general process involves training the model on the source domain, applying the model to some labeled
data from the target domain for fine-tuning, and obtaining the transfer diagnosis model. In the established parameter
transfer learning model, we set several key parameters to construct and train the model. The number of neurons in the
model’s hidden layer is set to 16, which helps the model learn complex features. The num_classes is set to 5, as this
study addresses a multi-classification problem with five different categories. We set the number of training epochs,
num_epochs, to 100 to ensure the model has sufficient learning time. Finally, the batch_size is set to 4, meaning that 4
samples will be used to update the model parameters each time, which helps improve training efficiency and reduce
memory consumption.

The model structure is shown in Figure 3.
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Figure 3. Schematic Diagram of Parameter Transfer Process.

Parameter transfer involves applying model parameters trained on a source task to another task to accelerate
learning and improve performance. During the transfer, the feature extraction layers or parts of a pre-trained model are
used for feature extraction in the target task, with these parameters frozen and not updated during training. Fine-tuning
involves further training the model on the target task, usually with a small number of samples, to enhance performance.
Despite differences in process parameters under various conditions, data features and parameters from the same machine
still share similarities. By extracting common knowledge through the feature extraction network and fine-tuning the
model, parameter transfer can be effectively achieved. Incorporate source domain data and small samples from the
target domain into the classification network, maintaining the same network structure and parameters as previously
constructed. The diagnostic framework is illustrated in Figure 4.
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Figure 4. Flowchart of Parameter Transfer Fault Diagnosis.

In the source model training phase, operational data and paper break fault labels from a specific condition are utilized
as source domain data for model training. In contrast, data from the target condition serves as the target domain dataset. A
subset of this data is reserved for fine-tuning, with the remainder used to evaluate model performance. During the model
transfer phase, parameters from the feature extraction module of the source model are transferred to the target network
model to capture target domain features. The classification layer of the initialized target model is then employed for fault
classification, thus constructing the parameter transfer fault diagnosis model. In the model fine-tuning phase, the feature
extraction layers of the target model are frozen, and the classification layer parameters are refined using the fine-tuning
samples. Finally, the fine-tuned model is applied to test samples from the target domain to assess diagnostic efficacy.

Feature Transfer Model

The feature-based transfer method minimizes the distribution difference between the source and target domains
while updating network parameters to learn domain-invariant features. To validate the feasibility of domain adaptation
methods in cross-condition paper breakage fault diagnosis, the feature transfer method is integrated with the fault
diagnosis model mentioned earlier to construct a feature transfer-based diagnostic model.
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In this study, the feature transfer model updates its parameters using 4 samples at a time during training, with the
batch_size set to 4. Next, we use the resampled feature and label data, applying the train_test split function to divide the
dataset into training and testing sets, with test_size = 0.3 indicating that 30% of the data is designated for testing. In
comparison, the remaining 70% is used for training. This division helps evaluate the model’s performance and prevents
overfitting.

During training, num_epochs is set to 100, and in each epoch, the model enters training mode, iterating through
the entire target dataset in batches. Each batch's features and labels are extracted from the source and target datasets.
The optimizer’s gradients are then cleared to prepare for calculating new gradients. Subsequently, the model propagates
forward on the source and target data to generate outputs. The Maximum Mean Discrepancy (MMD) loss is calculated
to compare the distributions of the source and target outputs. In contrast, the cross-entropy loss function is used to assess
the classification performance of the target output. The final overall loss is the sum of these two loss components.

After updating the model parameters through backpropagation, the loss value for each batch is accumulated. Every
50 epochs, the program prints the current training epoch and loss value to monitor the model's training progress. The
process is shown in Figure 5.
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Figure 5. Schematic of the Feature Transfer Process.

Domain adaptation is one of the primary methods in feature transfer learning. It applies to situations where the
sample feature spaces of the source and target domains are the same, but their probability distributions differ.

During the evaluation phase, the model uses a context manager to disable gradient calculations, which reduces
memory usage and speeds up computation. The test data from the target domain is preprocessed and input into the
model as tensors for prediction. The model outputs the predicted probabilities for each category, and by selecting the
category corresponding to the maximum probability for each sample, prediction labels are generated. Next, the accuracy
between the source and target domains is calculated. Additionally, the macro recall and macro precision are computed,
providing a more comprehensive reflection of the model’s performance across different categories. Source domain data
is typically used to train the model, while target domain data is used to validate the model’s generalization ability in a
new environment. These evaluation metrics help understand the performance differences and effectiveness of the model
between the source and target domains.

The core idea is to map the data features from different domains to a common feature space, thereby enabling the
use of data from other domains to enhance the training of the target domain. A schematic of domain adaptation is shown
in Figure 6 [37].

classifier

target domain

Figure 6. Schematic of Domain Adaptation.
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To effectively perform domain adaptation, it is essential to accurately measure the differences between the source
and target domains [38]. Adaptive layers in deep learning methods can achieve adaptive data matching from the source
and target domains. This adaptation process brings the data distributions of the source and target domains closer together,
which can improve the network’s classification performance. The choice of adaptation method has a decisive impact
on the model’s generalization ability. Distance functions such as KL divergence, Mahalanobis distance, MMD, and
Multiple Kernel Maximum Mean Discrepancy (MK-MMD) can be used for this measurement [39].

As a commonly used metric, MMD maps vectors to a Reproducing Kernel Hilbert Space (RKHS) and calculates
the distribution distance between two probability distributions P and (, in that space. For sample sets X and Y generated
from P and Q, respectively, the MMD distance reflects the expected difference between X and Y when mapped to the
RKHS H. The computation formula for MMD is given by Equation (2) [40]:

1< 1w
MMDI[P, 0] =I EZ b (x) —;Z o(y,) Iy @)
i=1 j=1

In Equation (2), x; denotes the (i)-th sample in the sample set (X), and y; denotes the (j)-th sample in the sample
set (Y), with (m) and (n) representing the number of samples in sets (X) and (Y), respectively. ¢(-) denotes the feature
mapping function.

Based on deep feature transfer theory, this section introduces different distance metric methods to map datasets
from different working conditions to a common feature space, achieving similar distributions of source and target
domain data within this feature space. The research focuses on cross-condition paper breakage fault diagnosis, with the
specific algorithmic process shown in Figure 7, which includes two modules: model training and model application.
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Figure 7. Flowchart of Feature Transfer Fault Diagnosis.

2.2.3. Federated Learning

Previous studies addressed the issue of having partially labeled data in large sample conditions. In practical
papermaking processes, situations with insufficient data samples, make it challenging for data-driven methods to meet
fault classification requirements in small sample cases. To address this, centralized processing of datasets from different
operating conditions was used to enhance the generalization ability of the network model, aiming to provide a feasible
solution for fault diagnosis with small samples.

Federated Learning aggregates knowledge from various clients to a central cloud server, where clients jointly train
to improve model classification accuracy [41]. Federated Learning features local computation and model transmission.
To enhance the efficiency of model training and improve the security of data transmission, this chapter employs model
compression on top of Federated Learning. Specifically, only a subset of parameters is uploaded during parameter
transmission to increase model transfer efficiency and protect data privacy [42]. Considering the variations in
production processes across different locations, the method aims to better extract parameter information from various
devices and conditions and to compare the effectiveness of different models. Locally, both fully connected neural
networks and convolutional neural networks are used to extract features from each subset of data, and the trained model
parameters are uploaded to the cloud [43]. At the cloud server, parameters are aggregated according to various
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aggregation strategies, resulting in a Federated Learning fault diagnosis model through multiple iterations of parameter
uploads and updates [44]. The final Federated global fault diagnosis model is applied to a small sample fault diagnosis.
Based on Federated Learning theory, a Federated Learning-based method for diagnosing paper breakage faults is
designed, with the detailed process shown in Figure 8.

User 1 User 2 User 3
Paper machine Paper machine Paper machine
operating data operating data operating data
Ir , , |
L Local Model Local Model Local Model |
2 1 2 3 |
s
S Local Model Training |
5 l_ ________________________ |
= 2 | = = = T T T e e SR A St S S st |
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=
g5 | . |
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O |t o o i o — j— o— fo— fo—; f— f— {—— (— f— —] {— — o—  —o— —  — | — —
:
= No Whether the
8_‘ maximum number
of iterations has

been reached

Federated Global Fault Diagnosis Model

Figure 8. Federated Learning Diagnostic Flowchart.

The procedure for constructing a global fault diagnosis model using Federated Learning involves several steps:
Initially, datasets from paper machine operations under various conditions are designated as local datasets for each
participant, facilitating the development of these local datasets [45]. Subsequently, each local dataset is employed to
train local network models, creating multiple local fault diagnosis models. The parameters from these local models are
then uploaded to a central server, where the server aggregates the received model updates using various aggregation
algorithms to produce a new global model. This updated global model is redistributed to all clients for further local
training, continuing until the maximum iteration limit is achieved.

To investigate the effectiveness of Federated Learning across different scenarios and assess model performance
under various deep learning frameworks, this chapter constructs fault diagnosis models with diverse neural network
architectures at each local site [46]. Data under conditions A, B, and C during local training are partitioned into training
and testing sets. The training set is utilized for local model training, while the testing set, together with small sample
condition data, is employed to evaluate the performance of the Federated global model.

For each local training dataset, classification models with fully connected neural networks and convolutional neural
network architectures are developed and trained locally [47]. The model parameters are then uploaded to a central server
to complete the training of the federated global model. This approach aims to explore the fault diagnosis accuracy of
the federated global model under various local model configurations and parameter aggregation strategies. To ensure
the validity of comparative experiments, parameters such as activation functions, optimization algorithms, learning rates,
local iteration counts, and federated iteration counts are kept consistent [48]. The Federated Averaging (FedAvg)
algorithm and Federated Proximal Gradient Descent (FedProx) algorithm are used for aggregation. The FedAvg
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algorithm aggregates model parameters through weighted averaging. The core idea is to upload local model parameters
to the central server, where the server computes the average of all model parameters and returns this average to all local
models [49]. The global model can aggregate the parameters of local models, using local data from all devices to train
the global model, which can enhance the model’s accuracy and generalization performance.

2.3. Evaluation Metrics

In the field of deep learning fault diagnosis [50], for classification problems, commonly used evaluation metrics to
assess model performance include Accuracy, Precision, Recall, and the harmonic mean of Precision and Recall (F1-
score). The relevant calculations are shown in Equations (3)—(6).

TP + TN

= X 9 3
Accuracy = p N Fp + TN < 100% )
TP
.. =  x 0 4
Precision TP+ FP 100% 4)
TP
— — X 0, 5
Recall TP T FN 100% %)

1 _ 2 X Precision X Recall ©6)
score = Precision + Recall

In the equations, 7P (true positive) is the number of correctly identified positive samples; FP (false positive) is the
number of incorrectly identified negative samples; TN (true negative) is the number of correctly identified negative
samples; F'N (false negative) is the number of missed positive samples.

2.4. Advantages Compared to Other Literature

Due to the presence of some small sample conditions in the data, which do not meet the modeling needs, this paper
explores the feasibility of federated learning for papermaking industry process fault diagnosis with small sample data.
Compared to other single-condition fault diagnosis models, this study has the following advantages:

(1) Local models were established using fully connected neural networks and convolutional neural networks to extract
relevant features under different conditions. Training and testing were performed using data from various condi-
tions. FedAvg and FedProx aggregation strategies were employed and compared in the parameter aggregation
process. Results showed that CNNs performed better in feature learning than fully connected neural networks.
FedProx, an improved parameter aggregation strategy based on FedAvg, achieved better diagnostic results. Overall,
federated learning methods can learn feature parameters from each model by aggregating different local models.
Although the federated global model’s performance on local test samples is slightly inferior to the isolated data
model, it still shows comparable performance to the condition data used in modeling with small sample data. This
indicates that federated learning can offer a new diagnostic method for small sample conditions.

(2) Under the federated learning framework, model compression can improve data protection and transmission effi-
ciency during transfer. Experimental results under different model compression rates indicate that an appropriate
compression rate can effectively reduce communication overhead and enhance data privacy protection while main-
taining a certain level of diagnostic accuracy.

3. Results and Discussion
3.1. Model Establishment

Under different cluster numbers, the results of the comprehensive silhouette coefficient and CH index were
evaluated. Both metrics were normalized separately, showing that the clustering effect was optimal when the number
of clusters was 5. Subsequently, oversampling techniques were used to generate new synthetic samples through
interpolation between minority-class samples, increasing the number of minority-class samples. Balancing the data from
different classes improved the model’s prediction accuracy for the original minority class. In the minority class set, the
K-nearest neighbor (KNN) algorithm was applied to each sample x; € S,,;,, Where (K) is a specified integer. The K-
nearest neighbors are the (K) closest sample points to x; in the feature space within S,,;,. Then, a sample point X; is
randomly selected from these (K) nearest sample points, and the resulting synthetic new sample point is obtained as:
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Xnew — Xi + (-7?1 - xi) X6 (7)

In the formula, x,., represents the synthetic new sample, and § is a random number within the range [0, 1]. The
sample synthesis process is repeated to achieve a balanced distribution of labeled data within each operating condition.
A schematic of the synthesis process is shown in Figure 9.
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Figure 9. New Samples Synthesized Based on the SMOTE Algorithm.

After dividing the operating conditions, there are significant differences in data distribution between different
conditions. Taking Condition A as an example, the SMOTE algorithm was used to process the dataset. The data
distribution before and after oversampling is shown in Figure 10.
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Figure 10. Data Distribution Before and After Balancing for Condition A. (a) Distribution Before Data Balancing; (b) Distribution
After Data Balancing.

From the figure, it can be observed that before data balancing, there were significant differences in the amount of
data for each class label. This noticeable disparity could impact the subsequent data modeling process. After data
balancing, the distribution of quantities across class labels is relatively uniform, eliminating the adverse effects of class
imbalance on the modeling process. Dimensionality reduction visualizations show that post-balancing, the distribution
differences among various classes are more pronounced, which can enhance the accuracy of subsequent modeling. The
same SMOTE data balancing method was applied to the data from Conditions B and C, with the results in Figure 11
after balancing.
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Figure 11. Results of the distribution after data balancing. (a) Distribution of Condition B Data After Balancing; (b) Distribution
of Condition C Data After Balancing.
Subsequently, classification models were developed using logistic regression, support vector machine, and random

forest techniques across different operating condition datasets to evaluate the efficacy of machine learning methods in
identifying paper machine breakage faults. The performance of each model under various conditions is detailed in Table 1.

Table 1. Fault Diagnosis Accuracy Based on Machine Learning Methods.

Condition A Condition B Condition C
LR Accuracy 85.16% 92.31% 85.71%
SVM Accuracy 90.07% 84.16% 89.79%
RF Accuracy 92.19% 85.71% 91.87%

Based on Table 1, the Random Forest (RF) model exhibits the highest overall accuracy across different machine
learning methods, followed by Support Vector Machine (SVM), with Logistic Regression (LR) showing the lowest
overall diagnostic rate. The diagnostic accuracy varies significantly across different conditions, with Condition A

yielding notably higher accuracy compared to Conditions B and C.



Advanced Materials & Sustainable Manufacturing 2024, 1, 10009 13 of 24

In the paper breakage fault diagnosis process, deep learning methods prove effective in handling datasets and
identifying features. By employing the SAE-Softmax deep learning network architecture, different fault types are
recognized. Model training and evaluation are conducted concurrently: the training process involves inputting data into
the classification network with the goal of minimizing the loss function while simultaneously assessing model performance
on a test set to verify fault recognition accuracy. When the loss function stabilizes during training, it indicates that the
network training is nearly complete, and the model’s accuracy on the test data set reflects its final performance. The
diagnostic performance of the SAE-Softmax model under different conditions is summarized in Table 2.

Table 2. Fault Diagnosis Results Based on SAE-Softmax Model.

Condition A Condition B Condition C
Accuracy 98.29% 96.15% 83.33%
Recall 98.35% 95.83% 90.00%
Precision 97.26% 96.42% 88.01%

From the table, it can be seen that the performance of the deep learning model varies under different conditions. The
model performs better than traditional machine learning methods in all three conditions, with the best performance on the
Condition A dataset and the worst on the Condition C dataset. The differences between datasets are quite noticeable. The
output results of the SAE-Softmax classification model under Conditions B and C are shown in Figure 12.
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Figure 12. Output Results of SAE-Softmax Classification Model under Condition B and Condition C. (a) Condition B; (b)
Condition C.

From the figure, it can be observed that under Conditions B and C, the model shows some misclassification for
faults of Category 3, while it identifies other fault categories more accurately. Traditional machine learning methods
have the advantage of requiring less data and providing faster model training and prediction with lower computational
resource demands, but they have limited generalization capabilities. In contrast, deep learning methods based on neural
networks can learn features from input data, handle large datasets, and generally outperform traditional machine
learning methods. However, deep learning models often suffer from poor interpretability and require a significant
amount of data. Overall, the deep learning model that combines autoencoder feature extraction with a Softmax classifier
demonstrates better performance across multiple evaluation metrics compared to traditional machine learning methods,
although its performance on some datasets still needs improvement.

Based on the experimental results, the SAE-Softmax-based paper break fault diagnosis model outperforms
traditional machine learning methods. Using deep learning methods, models built on the same dataset can accurately
identify different types of paper break faults. However, the models established in this chapter are based on paper
machine operation data from a single condition. In a practical paper for break fault diagnosis, the production process
parameters may be adjusted according to the working conditions, which can affect the model’s performance across
different conditions. The study investigates cross-condition scenarios by transitioning from Condition A to Condition
B to address this. The diagnosis results of different models for paper break faults under cross-condition scenarios are
shown in Table 3.
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Table 3. Diagnostic Accuracy of Different Models under Cross-Condition Scenarios.

LR SVM RF SAE-Softmax
Accuracy 55.95% 65.48% 67.86% 73.81%

From the table, it can be observed that, without adjusting model parameters, the overall performance of the model
under different conditions is poorer due to the differences between conditions. The SAE-Softmax classification model
is capable of extracting and leveraging the associated feature information present between different conditions to a
certain extent, demonstrating better performance compared to traditional machine learning models.

3.2. Transfer Learning
3.2.1. Parameter Transfer

In the previous condition classification phase, production data were divided into different conditions based on
quantitative parameters. Separate models were built for data from each condition, with Condition A having the largest
data volume, Condition B the next largest, and Condition C the smallest. Using the condition with more data as the
source domain and the condition with less data as the target domain, cross-condition paper break fault diagnosis
experiments were conducted. Three transfer learning tasks were set up: A—B, A—C, and B—C, named Task 1, Task
2, and Task 3, respectively. The experiments verified the feasibility of the transfer learning models based on parameter
transfer and feature transfer methods.

For the source and target domain models, the SAE-Softmax fault diagnosis network structure from the previous
chapter was used, combining pre-training and fine-tuning. The classification layer parameters were frozen, and fine-tuning
was performed using samples from the target domain. After training, the target domain test data were used for evaluation.
The performance of the parameter transfer diagnostic models under different transfer tasks is shown in Table 4.

Table 4. Parameter Transfer Fault Diagnosis Performance.

Task 1 Task 2 Task 3
Accuracy 97.06% 80.95% 85.71%

As shown in the table, the diagnostic performance of the model varies under different transfer paths. It maintains
a high accuracy in Task 1, whereas the accuracy for Task 2 and Task 3 is below 90%. It may be because the fault
influencing factors in Condition C are more complex compared to Conditions A and B, which increases the difficulty
of fault diagnosis. Additionally, during the training process, the amount of data for Condition A is larger than that for
Conditions B and C, resulting in Task 1 having a higher accuracy than Tasks 2 and 3. Particularly, the diagnostic
accuracy when transferring from Condition A to Condition C is the lowest. This may be due to the greater differences
between Condition A and Condition C compared to the differences between Condition B and Condition C, which affects
the model’s transfer performance.

Taking Task 1 as an example, the model is trained by transferring the feature extraction layer parameters of the
fault diagnosis model from Condition A to Condition B and then updating the classification layer weights using fine-
tuning sample data from Condition B. After completing the training, the fine-tuned model is used for state recognition
of the test samples in Condition B, resulting in the fault diagnosis accuracy for Condition B. The variation of model
accuracy with the number of iterations is shown in Figure 13.
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Figure 13. Training Process of the Parameter Transfer Fault Diagnosis Model.

As illustrated in the figure, the model’s diagnostic accuracy improves rapidly during the training iterations, reaching
a plateau around the 20th iteration and maintaining this level thereafter. This demonstrates that transfer learning enables
effective fault diagnosis across different conditions with relatively fewer training iterations and labeled samples. In
contrast to traditional deep learning approaches, transfer learning necessitates fewer iterations—often only a few dozen
epochs—to achieve robust performance, thus significantly enhancing training efficiency while preserving model accuracy.

Building on the previous research, comparative experiments were introduced to investigate the impact of the
number of fine-tuning samples on diagnostic results. The goal was to analyze the performance of the target model
trained with varying numbers of fine-tuning samples. Since the quantity of fine-tuning samples can influence the number
of iterations required to achieve optimal performance, and overfitting may occur during training, this experiment
focused on examining the maximum accuracy achieved during the iterative process to explore how the quantity of
labeled samples affects model performance. Fine-tuning was conducted with 10, 15, 20, and 25 samples, and the effects
of fine-tuning with different numbers of labeled samples were studied. Fine-tuning samples were used in the training
process, while test samples were used to evaluate the model’s performance. Table 5 presents the model performance
under different transfer tasks.

Table 5. Accuracy of the Parameter Transfer Fault Diagnosis Model under Different Tasks and Numbers of Fine-Tuning Samples.

Model Accuracy for Different Tasks

Number of Fine-Tuning Samples

Task 1 Task 2 Task 3
10 88.22% 69.49% 71.43%
15 93.66% 72.88% 76.19%
20 97.06% 78.33% 81.81%
25 96.05% 80.95% 85.71%

It can be observed that as the number of fine-tuning samples increases, the model’s learning of knowledge in the
target domain becomes more accurate. The accuracy trend across different tasks improves with a higher number of fine-
tuning samples. Task 1 exhibits the best performance among the three transfer tasks, while Task 2 shows the poorest
performance. The output results with the highest accuracy for each transfer task are illustrated in Figure 14.
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Figure 14. Diagnostic Results for Different Transfer Tasks. (a) Task 1; (b) Task 2; (¢) Task 3.

The figure shows that in the classification processes for Task 1 and Task 3, misclassification occurs only in the
label recognition of a single fault category. This suggests that the model performs relatively well in distinguishing
between different fault categories in these two transfer tasks. However, in Task 2, the model demonstrates a certain
level of misclassification when identifying Categories 3 and 4, indicating inferior performance compared to the models
in the other transfer tasks.

3.2.2. Feature Transfer

Before performing transfer learning, the distance between different operating conditions was measured using the
MMD formula, as shown in Table 6.

Table 6. MMD Results for Different Transfer Paths.

Operating Conditions A—B A—C B—C
MMD 0.0583 0.0529 0.0218

The figure shows that during the classification processes of Task 1 and Task 3, misclassification occurs only within
a single fault category label. This indicates that the model distinguishes different fault categories in these two transfer
tasks. However, in Task 2, the model shows some degree of misclassification when identifying Categories 3 and 4, with
performance inferior to that of the models in other transfer tasks.

From the Figure 15, it can be observed that under the three transfer tasks, the fault diagnosis method based on the
MK-MMD metric (Table 7) consistently performs well. Specifically, Task 1 shows the best performance, while Task 2
performs relatively worse, which is similar to the results from the parameter transfer method in the previous section.
Overall, the MK-MMD-based model outperforms the parameter transfer model.

Table 7. Fault Diagnosis Performance of Feature Transfer Based on MK-MMD Metric.

Task 1 Task 2 Task 3
Accuracy 98.31% 94.64% 96.43%
Recall 98.21% 95.00% 96.67%

Precision 98.61% 95.32% 96.64%
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Figure 15. Fault Diagnosis Performance of Feature Transfer Based on MK-MMD Metric.

In the deep feature transfer learning approach, different metric methods, including KL divergence and MMD, are
introduced and compared with the MK-MMD method used in this study. These three metrics are applied to the feature
transfer diagnostic models established in this section to evaluate the diagnostic performance on target domain test
samples under various transfer tasks and distance metrics. The specific results are compared in Figure 16.
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Figure 16. Fault Diagnosis Accuracy with Different Distance Metrics.

Figure 16 shows that in the diagnostic models established in this section, the MK-MMD metric performs better
than the other two distance metrics. The results from MK-MMD and MMD metrics are relatively close. Among the



Advanced Materials & Sustainable Manufacturing 2024, 1, 10009 18 of 24

three distance metrics, KL divergence shows the poorest performance, possibly due to its limited effectiveness in
handling high-dimensional data and its less suitability for complex data structures compared to MMD. In the three
transfer tasks, Task 1 has the highest overall accuracy, while Task 2 has the lowest, which is similar to the results
obtained from the parameter transfer method.

From the above figure, it can be concluded that when the transfer model moves from A to B, the accuracy of the
feature transfer model is higher than that of the deep learning model under a single condition based on the SAE-Softmax
classifier. Therefore, the transfer learning model outperforms the single-condition model. Through paired #-tests, we
examined the significance of performance differences among the models, calculating the mean and standard deviation
of the accuracy rates for the three models. The results indicate that the feature transfer model has the highest mean
accuracy of 96.46, suggesting it has better diagnostic performance. Additionally, the feature transfer model has the
smallest standard deviation of 1.83, indicating its greater stability.

Due to the experimental results indicating that the accuracy of the feature transfer model is higher than that of the
parameter transfer model, this study further validates the sensitivity of the feature transfer model based on the
aforementioned experiments. The model is trained across different epochs (such as 10, 30, 60, and 120 epochs), and the
accuracy at each stage is recorded. The results show that the model's accuracy rapidly increases during the 0-30 epoch
range as it learns basic features and patterns. As training continues, the accuracy may further improve, but the rate of
increase slows down. When the num_epochs exceeds 120, the model may experience overfitting, which can affect
prediction results. Setting the model’s num_epochs between 60 and 120 yields a higher prediction accuracy.

3.3. Federated Learning

After applying the Federated Averaging Algorithm and the Federated Proximal Gradient Descent method for
aggregation separately, the F1-score and accuracy results of the model are shown in Table 8 and Figure 17, respectively.

Table 8. Diagnostic F1-score of the Federated Global Model under the FedAvg Aggregation Algorithm.

Condition A Condition B Condition C Small Sample
Fully Connected Neural Network 72.08% 71.83% 67.46% 63.27%
Convolutional Neural Network 77.61% 75.62% 73.28% 71.21%

Table 8 and Figure 17 show that the model based on Convolutional Neural Networks (CNN) performs overall
better than the Fully Connected Neural Network (FCNN). Under Condition A, the performance of both local models is
optimal. Within the same local model, the maximum difference in recognition accuracy between different conditions is
within 10%, indicating that the federated global model has effectively learned data features and fault information from
different condition datasets. Overall, the results suggest that the performance of the local test samples is slightly inferior
to models trained under a single condition, and diagnostic accuracy on small sample condition data is slightly lower
than accuracy under specific conditions. This indicates that federated learning methods offer a viable new approach for
modeling and analysis of small sample data.
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Figure 17. Comparison of Accuracy Between Single Condition Model and Transfer Learning Model.

The FedProx algorithm was used to explore model performance under different aggregation strategies. FedProx is
an improved version of FedAvg, introducing the concept of proximal gradient descent in the parameter aggregation
process. This makes global model updates smoother and more stable, while the added regularization term helps prevent
overfitting during federated learning [51]. The performance of the federated model under this aggregation strategy is
shown in Table 9 and Figure 18.

Table 9. Diagnostic F1-Score of the Federated Global Model under the FedAvg Aggregation Algorithm.

Condition A Condition B Condition C Small Sample
Fully Connected Neural Network 75.35% 72.19% 68.70% 67.68%
Convolutional Neural Network 81.73% 79.25% 77.34% 76.28%
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Figure 18. Accuracy of the Feature Transfer Model Under Different num_epochs.

Table 9 and Figure 18 show that compared to the FedAvg aggregation strategy, the FedProx algorithm slightly
improves overall diagnostic performance. However, the extent of improvement is not as significant as changing the
local models, indicating that the effectiveness of federated learning methods largely depends on the choice of local
models. While federated models show some performance, there is still considerable room for improvement.

Although local endpoints do not need to upload data within the federated learning framework, they must continually
upload and download model parameters during training. Transmission efficiency may decrease if there are many local
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endpoints or large parameter datasets. Therefore, methods are needed to improve data protection and transmission
efficiency during this process. Deep neural network models often have redundant weight parameters, with only a subset
being crucial for model performance. Thus, improving parameter transfer strategies in federated learning frameworks by
compressing the model before transmission and only transferring essential parameters could be beneficial.

To evaluate the impact of model compression on the diagnostic accuracy of federated models, experiments were
conducted with varying compression rates on CNN-based local models. The compression rate values indicate the extent
of compression, with a value of 1 meaning no compression. Both FedAvg and FedProx aggregation strategies were used
to construct federated global models from local CNN models at different compression rates. All other parameters were
kept constant during the experiments. The diagnostic accuracy results for different compression rates are shown in
Figures 19 and 20.
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Figure 19. Diagnostic Accuracy of the Federated Global Model under the FedAvg Aggregation Algorithm.
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Figure 20. Diagnostic Accuracy of the Federated Global Model under the FedProx Aggregation Algorithm.
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As evident from Figures 21 and 22, when the model compression rate is maintained at 0.85 or higher, the variation
in diagnostic performance between the compressed and uncompressed models remains relatively minimal. Conversely,
as the compression rate decreases to 0.8 or below, a notable decline in the model’s diagnostic accuracy becomes
apparent. This observation suggests that insufficient transmission of model parameters during the parameter
transmission phase hinders the model’s ability to adequately learn and capture the distinct features from each local
client during the parameter weight updates, ultimately compromising the overall performance of the model.
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Figure 21. Experimental results of federated models based on the FedAvg strategy at different compression rates.
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Figure 22. Experimental results of the federated model based on the FedProx strategy at different compression rates.

4. Conclusions

To meet the requirements of cross-condition fault diagnosis, this paper develops fault diagnosis models based on
two approaches: parameter transfer and feature transfer. The parameter transfer model primarily freezes the parameter
weights of the feature extraction layer and fine-tunes the weights of the classification layer to achieve cross-condition
fault diagnosis. The feature transfer model introduces a spatial distance measurement method to enhance the
performance of the diagnosis model in cross-condition scenarios.

Compared to the model without transfer learning, the two different transfer learning models established in this
chapter show improved diagnostic performance in fault diagnosis. This indicates that combining deep learning models
with transfer learning methods can effectively enhance the performance of cross-condition fault diagnosis. When
comparing the parameter transfer-based model with the feature transfer-based model, the results demonstrate that the
diagnostic performance of the feature transfer-based model is superior, achieving accurate classification for most
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samples with diagnostic accuracies of 98.31%, 94.64% and 96.43% under different transfer tasks. This may be because
when there are certain differences between the source task and the target task, the feature transfer method focuses on
transferring the general feature representations extracted from the source task rather than directly transferring model
parameters. This approach allows the model to better generalize to the target task, resulting in better performance
compared to parameter transfer.

Under both transfer methods, it can be observed that the diagnostic results for Task 3 are better compared to Task
2. Additionally, the distance measurement between Condition A and Condition C is greater than the distance
measurement between Condition B and Condition C. This indicates that the performance of the transfer learning model
is influenced by the degree of difference between the source domain and the target domain, and the dataset itself also
has a certain impact on the diagnostic effectiveness of the model.

Fully connected neural networks and convolutional neural network models were established locally to extract
relevant features under different conditions. Data from various conditions were used for training and testing. Two
aggregation strategies, FedAvg and FedProx, were employed during parameter aggregation, and their performances
were compared. The results indicate that CNN outperforms the fully connected neural network in feature learning.
FedProx, as an improved parameter aggregation strategy based on the FedAvg strategy, achieves better diagnostic
performance. Overall, by aggregating different local models, the federated learning method can learn the feature
parameters of each model. The federated global model exhibits higher versatility compared to the isolated data model.
Although its performance on local test samples is slightly inferior to the isolated data model, it can still demonstrate
performance similar to the condition data involved in modeling on small sample data. This suggests that federated
learning can provide a new diagnostic method for fault diagnosis in small sample conditions.

Under the framework of federated learning, model compression can enhance data protection and data transmission
efficiency during the transmission process. Experimental results under different model compression rates show that an
appropriate model compression rate can effectively reduce communication overhead and improve data privacy
protection while ensuring a certain level of model diagnostic accuracy.

This study focuses exclusively on the paper breakage faults occurring in household paper machines and does not
provide a detailed analysis of the production processes for other paper products. Future work could explore research on
other paper types, such as industrial and specialty paper. By combining transfer learning and federated learning, the aim
is to conduct fault diagnosis research on paper breakage across different paper types in the entire paper industry,
enhancing the accuracy of fault prediction while ensuring privacy protection among different enterprises and improving
production efficiency.
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