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ABSTRACT: This paper gives a comprehensive review of scientific interests and current methodologies of artificial intelligence 

applied to advanced material design and discovery by taking into account multiple sustainable design criteria such as functionalities, 

costs, environmental impacts, and recyclability. The main research activities include predicting material properties, compositions, 

and structures with data mining, new material discovery, hybrid modeling approaches combining AI techniques and classical 

computational formulations based on physical and chemical laws, and multicriteria optimization of materials. Based on this review, 

a short analysis is provided on the perspectives of this research area in the future, aiming at creating an everything connected 

material life cycle with real-time traceability systems.  
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1. Introduction 

Advanced materials, which exhibit superior properties or functionalities compared to traditional materials, mainly 

include composite materials, smart materials, nanomaterials, biomaterials, advanced polymers, high-performance alloys, 

advanced ceramics, photonics materials, functional materials, and graphene 2D materials. These materials are urgently 

needed for various industrial areas and our everyday life. However, traditional ways of designing new materials 

encounter limits due to the complexity of physical and chemical compositions, structures, and targeted properties. 

Moreover, in the current situation, new materials should enable novel applications and include sustainable ways of 

producing, using, and recycling them [1]. This means that a new material design should consider comprehensive 

multicriteria optimization, i.e., minimizing environmental impact, promoting resource efficiency, and enhancing product 

functionalities and well-being for users throughout its whole lifecycle from sourcing and production to use and disposal. 

In this context, artificial intelligence (AI) techniques have been widely used in the field of material science and 

engineering to discover, design, and optimize new advanced materials with sustainable features, i.e., enhanced 

functional properties, while considering other requirements. This involves using machine learning algorithms and 

computational methods to analyze vast datasets, predict material behavior, and accelerate the materials discovery 

process with multiple optimization criteria and accurate prediction capacities. Some specific key topics can be 

summarized from two review papers [2,3] as follows. 

(1) Prediction: AI algorithms can analyze large datasets related to material properties, compositions, and structures 

to identify patterns of materials, correlations between technical design parameters and material performances. It 

also predictss new materials’ properties using supervised and unsupervised data learning techniques. 

(2) Virtual Screening: AI algorithms can be trained to predict the performance of materials and show them through 

static and dynamic simulations without extensive experimental testing. This enables researchers to virtually screen 

and prioritize potential materials from a large number of candidates for specific applications. 
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(3) Material Discovery: AI algorithms can aid in discovering novel materials by suggesting new compositions or 

structures based on known data. This accelerates the process of finding materials with desired properties, such as 

improved strength, conductivity, or other functional characteristics. 

(4) Optimization: Machine learning techniques can optimize material properties by suggesting modifications to 

existing materials. This may involve adjusting compositions or structures to achieve specific performance goals. 

Especially, multicriteria optimization criteria are usually used for identifying the most relevant material from a 

large number of candidates by using multiple criteria related to material sustainability, including improvement of 

material functionalities and recyclability, minimization of environmental impacts and costs.  

(5) Generative Design: AI-driven generative design uses algorithms to explore and generate numerous design options. 

This is particularly useful in creating innovative material structures or configurations that may not be intuitive to 

human designers. 

(6) Knowledge base creation and updating: The AI algorithms can to create a comprehensive material knowledge 

base by exploiting various materials’ data. Researchers can exploit material properties and relationships from this 

knowledge base and update it by introducing new material design cases and relevant material data. 

AI-based material design has attracted numerous researchers in various industrial areas. The number of annually 

published scientific papers on this theme indexed and collected in the database of Science Direct has increased 4.6 times 

over the last ten years (See Figure 1). This increasing trend has become especially important since 2020.  

  

Figure 1. Evolution of published papers on AI-based applications in material science over the last 10 years. 

It has been emphasized that the cooperation of AI and industrial simulation in sustainable material design represents 

a powerful synergy that can significantly enhance the efficiency and transparency of the materials design and 

development process. In practice, industrial simulations enable the generation of large amounts of data simulating the 

performance of materials in a digital environment under various conditions, in which designers can easily visualize the 

performance of materials and their future products. At the same time, AI algorithms can analyze the corresponding 

simulation results to predict trends and relationships that might not be immediately apparent to provide guidelines to 

designers for optimizing their design solutions in the real environment. In this context, an AI-based sustainable 

material/product design process will be created through a series of interactions between the AI functions and the 

interconnected design operations, i.e., the tools of modelling, data mining, knowledge engineering, optimization, 

prediction and simulation will be successively applied to the stages of design requirements identification, material 

structural determination, functional performance determination, technical parameters determination for material 

implementation, as well as prototyping, testing and new design knowledge exploitation. By using this process, the 

designers can realize the online monitoring of the material/product life cycle and online optimization of materials 

according to the decision support provided by the prediction results. The main principle of this AI-based design process 

is illustrated in Figure 2. 
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Figure 2. The general principle of the AI-based sustainable material design process: interactions between the AI functions and 

design environment. 

The cooperation of physical-based models and AI techniques is another powerful synergy for advanced material 

design. Physical-based models, rooted in fundamental principles of physics and engineering, provide a solid foundation 

for understanding and simulating structures and functionalities of materials. These models can experience certain limits, 

regarding the quantitative prediction of high-dimensional phase equilibria and particularly the resulting non-equilibrium 

microstructures and properties. Moreover, many microstructure- and property-related models use simplified 

approximations and rely on a large number of variables. However, they often face challenges in accurately representing 

real-world complexities related to multiple scales and various compositions or accounting for uncertainties. In this 

situation, hybrid modelling approaches [4], combining machine learning and, deep learning and physical-based models, 

can effectively refine and improve the quality of classical physical models by learning from data and identifying patterns 

that might be uncertain and difficult to capture using traditional models only. 

Researchers from the Max-Planck-Institut für Eisenforschung (MPIE) have reviewed the status of physics-based 

modeling and discuss how combining these approaches with artificial intelligence can open as-yet untapped spaces for 

the design of complex materials [3]. By using machine learning techniques, thermodynamic and microstructural features, 

key features can be automatically extracted from large data sets with high predictive power. However, as the predictive 

power of machine learning strongly depends on the quantity and quality of labelled data sets, ways of overcoming this 

obstacle are needed. One solution is to use active learning algorithms, in which machine learning models are initially 

trained with small sets of labelled data and then dynamically select the most informative data points to label according 

to predefined optimized searching strategies running in uncertain environments. This step-by-step approach leads to a 

final high-quality data set usable for accurate predictions. Another solution is to combine human knowledge discoveries 

and data mining-based approaches in a complementary way. In fact, data mining techniques excel at uncovering patterns 

and insights from large datasets, while human expertise provides context, domain-specific understanding, and intuition 

that can guide the data mining process and help interpret its results. 

According to the analysis in [3], there are still many open questions regarding the use of artificial intelligence in 

materials design: How to handle sparse and noisy data; How to process multi-scale properties occurring in many 

materials; How to implement unwanted elemental intrusion from synthesis or recycling. Solving these problems requires 

the development of new AI solutions that are more adapted to the key features of material structures and functionalities 

and the integration of AI techniques and other computational tools, especially those dealing with classical physical laws.  

This paper is organized as follows. Section 2 provides a systematic review of basic AI techniques frequently used 

in material engineering. They include not only data mining-based algorithms (supervised and unsupervised learning 

and reinforcement learning) but also human knowledge-based models (human engineering), their combinations (hybrid 

modeling) and multicriteria optimization. The advantages and drawbacks of each modeling approach will be discussed. 

The problems usually encountered in data mining, such as “overfitting,” will also be stated. This section selects the 

most well-known classical scientific books and journal papers on AI as theoretical foundations. By using these basic 

computational techniques, the applications in modelling and prediction of material structures, functionalities (especially 
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flows in porous structures), as well as multiscale material models and cooperation between modelling, simulation and 

optimization will be discussed in Section 3. The AI-based multicriteria or multi-objective optimization for material 

design will be stated in Section 4 in order to further optimize the material performance by considering all factors 

(material functionalities, costs and environmental impacts) comprehensively and in a balanced way, leading to the 

approaches of sustainable material design. The hybrid modelling approaches combining data-based models, human 

knowledge-based models and physical-based or chemical-based computational models in material design will be 

reviewed in Section 5. A conclusion will be given in Section 6. The references cited in the following sections have been 

preselected from the Science Direct Database according to various combinations of keywords on AI, material design 

and material performance. The AI keywords include AI, data mining, neural networks, deep learning, fuzzy model, 

knowledge model, expert system, multicriteria, optimization, and hybrid model. The material design keywords: material 

design and material structure. The performance keywords include functional, sustainable, environmental, mechanical, 

thermal and fluid. The preselected references have been further filtered based on the requirements of this paper. 

2. Artificial Intelligence in Industrial Applications 

Artificial intelligence is one of the leading disciplines in science and engineering and is concerned with all 

intelligence tasks. Currently, it covers numerous sub-areas, from generalized machine learning, reasoning and 

perception to specific topics, such as chess, mathematical theorem demonstration, poem composition, automatic car 

driving, and medical diagnosis. According to [5], AI mainly deals with four approaches: (1) Thinking Humanly: 

automation of human thinking (determining how human thinks: cognitive science); (2) Thinking Rationally: study of 

the computations that make it possible to perceive, reason, and act (determining laws of thought: logic); (3) Acting 

Humanly: art of creating machines that perform functions that require intelligence when performed by people 

(reasoning, knowledge representation and machine learning, computer vision, robotics); (4) Acting Rationally: study 

of the design of intelligent agents (making correct inferences to achieve the best outcome). A human-centered approach 

involves observations and hypotheses about human behaviors. A rationalist approach is a combination of mathematics 

and engineering. These approaches are complementary between them and can help each other. The problems involved 

in material design and discovery discussed in Section 1 mainly deal with acting humanly, including data mining based 

on physical measurements of materials, processes and environment and human knowledge representation and discovery 

from professional experiences.  

2.1. Data Mining Approach 

Data mining is a process to automatically discover patterns, trends, associations, or useful information from large-

scale datasets. It is a subfield of machine learning. The primary goal of data mining is to extract valuable insights and 

knowledge from data, which may not be immediately apparent. 

Data mining is usually composed of the following steps [6]: 

(1) Problem definition: determining the goal of data mining and the problem to be solved. 

(2) Data collection: collecting data on the problem from various sources: databases, documents, sensors and the Internet. 

(3) Data understanding: making an exploratory analysis of collected data (statistics, data visualization, …) to 

understand their features, distribution and quality.  

(4) Data modelling: selecting appropriate data mining techniques (classification, regression, clustering, association 

rules mining, …), in which data will be divided into training and testing datasets in order to evaluate the 

performance of the model. 

(5) Model training: training the data mining model by using the training dataset, selecting the most relevant algorithm 

and adjusting parameters to optimize the model’s performance. 

(6) Model evaluation: evaluating the model’s performance using the testing dataset with predefined indicators such 

as accuracy, robustness and F1 score.  

(7) Model optimization: adjusting and optimizing the model (algorithm, features, …) according to the evaluation results. 

(8) Model deployment: deploying the trained model to the real scenarios for applications. 

(9) Monitoring and maintenance: monitoring the performance of the model and updating it for adaption to new 

coming data, and processing the problems of model drift and degradation  

(10) Interpretation and reporting: explaining the results delivered from the model and giving suggestions on how to 

use them, and reporting the discovered results in numerical and visual form. 
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(11) Feedback loop: improving the data mining process according to the results and their feedback by introducing new 

problem definitions, collecting new data and using different modelling methods.  

Data mining is an iterative process that usually requires continuous adjustment and improvement to achieve the 

best results. Data mining is a complex task, and the key issues to success lie in understanding the problem, selecting the 

right technique, and continuous experimentation and optimization. The most used data mining tasks include: 

(1) Supervised learning, i.e., learning or setting up models from training datasets (pairs of input/output data or 

labelled data) for classification and regression. The essential problem in supervised learning is to select relevant 

models based on experimental data that is accurate, generalizable and interpretable without overfitting, i.e., the 

model learns the training data too well, to the point that it captures noise or random fluctuations in the data as if 

they were meaningful patterns (See Figure 3). The specific supervised learning methods are described below. 

- Linear Regression: Setting up a linear relationship model between continuous input and output variables 

(e.g., house sales volume prediction). 

- Logistic Regression: Dealing with binary classification problems and mapping input features to a probability 

value, commonly used for classification tasks. 

- Decision Trees: Creating an easy to understand tree-like structure, commonly used to model decision-making 

processes involving linguistic variables and practically improved with pruning techniques to reduce 

overfitting [7]. 

- Random Forests: Combining multiple decision trees to enhance predictive performance and reduce 

overfitting by utilizing bootstrapping and aggregation (bagging). Random Forests have been widely used in 

prediction, classification and feature selection. They are considered one of the most efficient machine learning 

tools due to their high efficiency, robustness and capacity for big data processing [8].  

- Artificial Neural Networks (ANN): Inspired by the biological neural system, ANNs are the most used 

supervised learning algorithm, designed for various tasks such as classification, regression, signal processing, 

time series forecasting, clustering, and more [9]. There are a large number of widely applied ANN models, 

including Multilayer Perceptron (MLP), usually used to model continuous nonlinear relations; Radial Basis 

Function Neural Network (RBF), which exhibit very good performances for regression when the training 

data have a clear cluster structure; Recurrent Neural Network (RNN), specifically designed to handle time 

series and data with temporal dependencies with its special recurrent connections, allowing information to 

propagate within the network to capture historical information in time series; Support Vector Machines 

(SVM), enabling to find the best hyper-plans for partition of training data. 

- K-Nearest Neighbors (KNN): classification and regression based on neighboring data points, considering 

that neighboring data have similar labels.  

- Naïve Bayes: computations based on Bayes Theorem for text classification and statistical estimation. 

- Convolutional Neural Networks: Deep learning algorithms based on traditional ANNs, enabling the 

combination of feature extraction and supervised learning, which are specially adapted to deep learning tasks 

(i.e., performing complex tasks by learning from data without being explicitly programmed) such as image 

analysis and computer vision [10]. 

 

Figure 3. Principle of supervised learning. 

(2) Unsupervised learning, i.e., discovering hidden structures or patterns from data, including clustering, 

dimensionality reduction, association rules mining, etc. Different from supervised learning, there is no data label 

in unsupervised learning. It involves modelling the raw data of the overall observations, particularly emphasizing 
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the modeling of the data’s structure and correlations, without relying on external labels or supervised information, 

in order to better understand the intrinsic relationships within all the data (See Figure 4). This learning approach is 

commonly used to discover valuable information and patterns, such as identifying standardized quality metrics 

from a large amount of product data, extracting market segments from extensive sales data, or determining 

standardized human body dimensions from a large volume of human body data. Establishing a standard system 

based on raw data is the primary application area of unsupervised learning. The most common methods of 

unsupervised learning are clustering and Self-Organizing Maps [11]. 

- Clustering: Also known as grouping, aiming to partition the samples or data points in a dataset into different 

groups or clusters so that data points within the same group exhibit similarity while those in different groups 

have significant differences. The most used clustering algorithms include Hierarchical Clustering, K-Means 

and fuzzy C-Means. 

- Self-Organizing Maps (SOM): One ANN model for data visualization and mapping high dimensional data 

to a lower dimensional space for clustering.  

 

Figure 4. Principle of unsupervised learning. 

(3) Reinforcement Learning (RL), also known as semi-supervised learning [12]: Training agents to learn the optimal 

strategy through interaction with the environment, commonly applied to decision-making and control problems. 

Reinforcement Learning is a machine learning paradigm that teaches an agent to make decisions through 

interaction with the environment to maximize expected cumulative rewards. In RL, agents explore the environment 

by trying different actions and adjusting their behavior based on feedback from the environment (rewards or 

penalties) to achieve optimal performance over the long term (see Figure 5). RL is commonly used in domains 

requiring continuous decision-making, such as autonomous driving, game-playing optimization (e.g., Go and 

chess), robot control, financial trading, etc. Through interaction with the environment, agents gradually learn to 

devise optimal strategies to achieve their goals. 

 

Figure 5. Principle of reinforcement learning. 

2.2. Human Knowledge Engineering 

Human knowledge engineering is one of the most important branches of artificial intelligence. It concerns how to 

collect, organize, represent, store, and apply human knowledge to enable computer systems to perform intelligent tasks 

[13]. Knowledge engineering aims to transform human experts’ knowledge into forms that computers can understand 

and utilize. It includes expert systems, knowledge-based systems, knowledge bases, as well as knowledge bases, 

knowledge bases, inference and modeling methods, and related mathematical tools. In the engineering domain, 

knowledge engineering has extensive applications, helping engineering projects to be planned, designed, executed, and 

maintained more efficiently and reliably. Utilizing knowledge engineering techniques to build expert systems, these 
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systems can simulate domain experts’ knowledge and decision-making processes. Constructing knowledge bases and 

ontologies in engineering is also crucial for storing and organizing domain knowledge. These knowledge bases can 

include design specifications, best practices, case libraries, etc. Knowledge engineering faces challenges such as difficulties 

in knowledge acquisition, complexity in knowledge representation, and issues in knowledge maintenance. With the 

development of big data and machine learning, knowledge engineering will continue evolving, supporting intelligent 

decision-making and autonomous systems. The most used concepts and methods in human engineering are described below. 

(1) Knowledge representation: Knowledge representation is one of the most critical issues when developing expert 

and knowledge-based systems’ cognitive architectures. It will enable simulation of human behaviors in 

understanding, reasoning, and interpreting knowledge to archive various human tasks. The tools for knowledge 

representation include: 

- Logical Representation: representing knowledge in symbolic logic or rule-based systems, using formal 

language to express and infer new knowledge. 

- Semantic Networks: representing knowledge through nodes and links, where nodes represent concepts or 

objects, and links represent relationships between them. 

- Frames: representing knowledge in a structured form called frames, which capture the properties and 

attributes of objects or concepts and their relationships. 

- Ontologies: representing knowledge in a formal, explicit specification of concepts, properties, and their 

relationships within a specific domain. 

- Neural Networks: representing knowledge in the form of patterns or connections between nodes in a network, 

which can be used to learn from data and infer new knowledge. 

(2) Knowledge Base (KB): A Knowledge Base is a collection of organized knowledge and information, typically 

existing in the form of a computer system, for retrieval, querying, and application as needed [14]. The knowledge 

base is part of knowledge management, aimed at capturing, storing, and organizing domain-specific knowledge to 

support decision-making, problem-solving, learning, and automation task execution. Knowledge bases contain 

organized and structured knowledge for easy retrieval and understanding by users. This typically includes concepts, 

relationships, rules, facts, descriptions, and explanatory information. KBs are usually oriented towards specific 

domains or topics, such as medicine, law, engineering, finance, etc. They are designed to provide accurate 

knowledge support within a specific domain. KBs are used not only for storing knowledge but also for retrieving 

and querying knowledge. Users can query the knowledge base to obtain the desired information and answers. KBs 

can be used for various purposes, including problem-solving, decision support, automation task execution, training, 

and learning. They can be integrated into various software applications to enhance their functionality. KBs typically 

require regular updates to reflect new knowledge, discoveries, and changes. This can be achieved through manual 

updates or automation. KBs can adopt different knowledge representation methods, including ontologies, rules, 

graphical models, databases, text documents, etc. The specific representation method depends on the design and 

application domain of the knowledge base. Based on the previous concepts, a knowledge-based system can be 

developed by combining three components: a human interface, a knowledge base and a knowledge inference 

engine (See Figure 6).  

 

Figure 6. Knowledge-based systems architecture. 

(3) Experts Systems: An expert system is a knowledge-based system that simulates human experts’ thinking and 

decision-making process in a specific domain [15]. It also contains the three components of a knowledge-based 
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system and solves specific problems by using interactions of the inference engine and knowledge base and 

continuously updating the knowledge base with new data. There are three characteristics that every expert system 

should possess: (1) Consistency, which refers to the ability to obtain the same results from the same input set; (2) 

Availability, implying that the knowledge of the expert system is always present and is inherently built-in, without 

requiring years of training like human experts; (3) Comprehensiveness, which refers to the ability to gather 

knowledge from different human experts, thereby producing different relevant outputs. Finally, expert systems are 

seen not only as tools to assist human experts but also as substitutes for decision-making. 

The mathematical tools and techniques for handling human knowledge, reasoning and inference mainly include 

the following aspects: 

- Logical Reasoning: This includes first-order logic and predicate logic. First-order logic is used to represent and 

reason about complex knowledge about the world. It allows us to use predicates, variables, quantifiers, and logical 

operators to describe statements about objects and relationships, which is very useful in knowledge graphs and 

expert systems.  

- Graph Theory: Graph theory represents and processes complex relationships and network structures, such as 

knowledge graphs and social networks [16]. Graph algorithms and traversal techniques help extract useful 

information from graph data. 

- Fuzzy Logic: Fuzzy logic allows handling uncertainty and fuzziness, which is useful in fuzzy reasoning, control, 

and natural language processing [17]. 

- Probabilistic Graphical Models: Probabilistic graphical models such as Bayesian networks and Markov random 

fields are used to model uncertainty and inference. They have wide applications in knowledge representation and 

inference, especially in probabilistic knowledge inference. 

- Semantic Networks and Ontologies: Semantic networks [18] are a graphical structure used to represent 

knowledge, while ontologies [19] are a formal framework for defining concepts and relationships. These methods 

are used in knowledge engineering and natural language processing to build shared knowledge bases. 

- Machine Learning: Machine learning methods such as decision trees, support vector machines, neural networks, 

etc., can be used to learn patterns and regularities from large-scale data, for example, using collaborative filtering 

algorithms in recommendation systems to infer user interests. 

2.3. Hybrid Modeling 

A hybrid model is a gray box model, which is a model that lies between white box models (based on fully known 

theory or principles) and black box models (based on data and statistical methods, without considering specific internal 

mechanisms). The concept of a hybrid model originated in the field of neural networks. Its basic principle is to combine 

physical chemistry knowledge (also known as first-principle knowledge) with neural network models to establish hybrid 

models consistent with physical chemistry principles and measured data [20]. Compared to traditional physical 

chemistry models, hybrid models have better predictive accuracy, and better interpolation, extrapolation, and 

explanatory capabilities compared to models based on neural networks only. It balances the advantages and 

disadvantages of strict first-principle modeling and data-driven modelling. 

The most important issue in hybrid modeling approaches is finding an appropriate combination mechanism for 

various models. There are three basic combination configurations, i.e., parallel and serial model structures. According 

to the description in [4], a hybrid model can adopt a parallel structure if (1) the parametric model (physical-chemical 

laws) can independently of the nonparametric model (data mining) describe the system’s behavior and (2) the 

nonparametric model improves the prediction quality of the parametric model, aiming to obtain a good agreement with 

the real system. Moreover, a serial structure will enable the hybrid model to have interesting properties, namely a 

reduction in the data requirements, improvement in extrapolation performance, and improved systems understanding. 

Hybrid modeling has numerous applications in chemistry, biology, and mechanical engineering. For example, in 

establishing chemical reactors and digital twins for metallurgical processes, fundamental chemical reaction laws and 

processes should be taken into account in the models. Common first-principle knowledge includes material and energy 

balances, thermodynamic laws and reaction kinetics, as well as certain empirical models describing diffusion, heat 

conduction, and gas behavior. In general, since these laws often describe macroscopic, general patterns of industrial 

processes under certain assumptions but do not accurately capture the microscopic, specific phenomena occurring in 

engineering, combining first-principle knowledge with data-driven models based on real-time measurement data can 

result in comprehensive models of different scales, from system macroscopic to microscopic details, and their related 
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digital twins. In hybrid models, commonly used data mining methods include ANNs, support vector regression (SVR), 

partial least squares (PLS), and various other methods. 

Hybrid modeling plays a crucial role in material design by combining multiple modeling techniques to enhance 

accuracy, efficiency, and versatility in predicting material properties and behaviors. It contributes to material design in 

the following aspects:  

- Integration of Multiple Scales: Hybrid modeling allows the integration of models at different scales, such as 

atomistic, mesoscale, and continuum, to capture the full range of material behavior accurately. It provides a more 

comprehensive understanding of material performance [21]. 

- Combining Different Techniques: Hybrid modeling combines diverse modeling techniques, such as molecular 

dynamics, finite element analysis, and machine learning, to leverage the strengths of each approach. 

- Optimization of the searching space: By combining simulation and optimization techniques, researchers can 

efficiently search for materials with desired properties while considering various constraints and objectives.  

- Accelerating Material Discovery: Hybrid modeling accelerates material discovery by reducing experimental tests. 

Virtual screening of materials using computational models can significantly narrow down the pool of candidates 

for further experimental validation, saving time and resources [22]. 

2.4. Multicriteria Optimization 

Multicriteria optimization (MCO), also known as multi-objective optimization, refers to the process of optimizing 

a system, design, or decision with respect to multiple, often conflicting objectives or criteria. Its goal is to identify 

solutions representing a balance or trade-off between different objectives rather than optimizing for a single best 

solution. These objectives may include maximizing profit, minimizing costs, maximizing performance, minimizing risk, 

satisfying constraints, and achieving other desirable outcomes. The engineering applications of MCO mainly include 

the following two approaches: 

(1) Based on Solution Approach: including  

- Mathematical Programming methods such as goal programming, weighted sum method, lexicographic 

method, and constraint method;  

- Evolutionary Algorithms (EAs), such as genetic algorithms (GA), and evolutionary strategies (ES), which 

are metaheuristic optimization techniques inspired by natural evolution for exploring the solution space 

iteratively to find Pareto-optimal solutions [23]; 

- Swarm Intelligence, such as particle swarm optimization (PSO) and ant colony optimization (ACO), is 

inspired by the collective behavior of social insects or animals to search for Pareto-optimal solutions based on 

decentralized communication and cooperation among individuals. 

- Metaheuristic Methods, such as Simulated Annealing, Tabu search, for iteratively improving candidate 

solutions without relying on gradient information. 

- Heuristic Approaches, using rule-based or problem-specific strategies to explore the solution space 

efficiently. 

(2) Based on Decision Space Exploration: 

- Exploratory Methods, focusing on exploring the solution space to identify a diverse set of Pareto-optimal 

solutions by prioritizing solution diversity and coverage of the Pareto front. 

- Refinement Methods: aiming to improve the quality of solutions found in the vicinity of the Pareto front. 

They often involve iterative improvement techniques to refine candidate solutions. 

- Interactive Methods, involve human decision-makers in the optimization process, allowing them to provide 

feedback, adjust preferences, and steer the optimization toward desired regions of the Pareto front. 

In the solution-based approach, evolutionary algorithms are the most used techniques in the optimization of 

engineering problems. A major advantage of EAs is that they are population-based metaheuristic methods. This is 

analogous to having an entire search party exploring the fitness landscape(s) on the lookout for the globally optimal 

solution(s), rather than a single person. As a result, large and rugged search spaces can be explored more effectively 

and efficiently because using a search party rather than a single person enables a greater area of the search space to be 

covered [24].  

Decision space exploration involves systematically examining different combinations of decision variables to 

identify the optimal solution. In this scope, multicriteria decision-making has been widely used to evaluate a finite 
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number of predetermined alternatives, which are associated with a level of achievement of the criteria. Based on the 

criteria, the alternatives are selected or ranked. The concerned methods, including group decision-making models [25] 

and aggregation approaches [26], have been extensively studied in the literature. New Product Development (NPD) 

evaluation, including material design and discovery, is a dynamic decision with multiple criteria involving human 

cognition, technical standards, costs, environmental impacts and complex socio-economic factors [27]. A hierarchical 

model and computations for garment NPD comprehensive evaluation with multiple criteria have been given in [28]. 

These criteria have different roles and relevance to a design theme. For example, if the design theme is “well-being,” 

i.e., to assess which garment product best matches the features of a well-being design and owns the well-being 

experience in wearing. This design theme needs to assess the criteria, which include factors related to garment function 

properties and fashion styles and marketing demands (See Figure 7).  

In this evaluation model, numerical data taken from physical measures (e.g., surface friction, density) and linguistic 

data provided by human experts (e.g., pleasure, relaxation) are combined to jointly characterize the profile of a specific 

product design scheme. The weights of different criteria can also be qualitatively determined from pairwise comparisons 

of these criteria by experts according to their knowledge on the specific product and application. Therefore, the main 

issue of the multicriteria evaluation is to find an appropriate method based on the nature of the learning datasets to rank 

all possible design solutions and select the best one. 
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Figure 7. Hierarchical garment NPD evaluation model under the well-being theme (provided by [28]). 
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In multicriteria decision-making, one of the classical methods is to use decision priorities based on weights. 

However, soliciting weights (or priorities) from managers is a complex task, and calculating weights also requires 

selecting the best alternatives. The presence of qualitative variables further increases the complexity of this process. 

One method for multicriteria decision-making is the Analytic Hierarchy Process (AHP) developed by Saaty [29]. 

Decision-makers use AHP to decompose decision problems into relevant criteria and alternatives. AHP separates the 

analysis of criteria from alternatives, which helps decision-makers focus on the small, manageable parts of the problem. 

AHP handles qualitative and quantitative decision criteria in a relatively structured manner, allowing decision-makers 

to make balanced decisions quickly and “professionally.” 

TOPSIS (Technique for Order of Preference by similarity to Ideal solution) is another multicriteria decision-

making method developed by Ching-Lai Hwang and Yoon [30]. TOPSIS was first proposed in a crisp version as a linear 

weighting technique, and after that, it is commonly used to solve the Multi-Criteria decision problems in various 

engineering and management fields. It works on the principle of geometric distance for selected alternatives; the shortest 

distance is the positive ideal solution, and the largest is the negative ideal solution [31]. Geometric distances are 

calculated and summed, and alternatives are chosen based on maximum similarity. Most of the time, experts find it 

difficult to allocate the score to the alternatives considered for the evaluation. Therefore, the fuzzy approach gained 

importance for fuzzy numbers over-allocating a precise score. 

PROMETHEE (Preference Ranking Organization Method for Enrichment Evaluations) is a multicriteria 

decision-making technique based on construction of a partial pre-order [32]. It is based on an extension of the notion of 

criterion by introducing a function expressing the decision maker’s preference for an action compared to another action. 

For each criterion, the decision maker is requested to choose one specific curve shape (e.g., linear, Gaussian). The 

parameters relating to each curve represent indifference and/or preference thresholds. 

AHP, TOPSIS, and PROMETHEE are three classical structured multicriteria evaluation methods frequently used 

in management and engineering to rank alternatives and select the best one. By introducing AI techniques to these 

methods, the structures and parameters of these methods can be further improved for adaptation to different uncertain 

scenarios. Especially, fuzzy techniques are usually integrated into these methods in order to process uncertainty related 

to experts’ evaluation results. The specificities of each method are described in Table 1. 

Table 1. Comparison of the three multicriteria evaluation methods.  

Criteria of Comparison AHP TOPSIS PROMETHEE 

Nature of Criteria and 

Alternatives 

Suitable for situations where criteria and 

alternatives are hierarchically structured. 

Decomposition of complex problems into a 

hierarchy of criteria and sub-criteria. 

Do not require a hierarchical 

structure for criteria and 

alternatives. Evaluate alternatives 

based on their similarity to the ideal 

solution and dissimilarity to the 

worst solution. 

Applicable when criteria and 

alternatives are not necessarily 

hierarchically structured. Focus on 

pairwise comparisons between 

alternatives based on each criterion. 

Preference Modeling 

Use pairwise comparisons to derive 

preference weights for criteria and 

alternatives. Require decision-makers to 

assess the relative importance of criteria 

and the performance of alternatives with 

respect to those criteria. 

Calculate the relative closeness of 

each alternative to the ideal solution 

and the relative distance from the 

worst solution. Do not explicitly 

model preferences but focus on 

identifying the alternative that best 

balances proximity to the ideal 

solution and distance from the worst 

solution. 

Employ preference functions to 

model the preference of one 

alternative over another for each 

criterion. These preference 

functions can take various forms, 

such as linear, Gaussian, or logistic 

functions. 

Ranking and Decision 

Making 

Provide a ranking of alternatives based on 

their overall weighted scores, considering 

both the importance of criteria and the 

performance of alternatives with respect to 

those criteria. 

Rank alternatives based on their 

closeness to the ideal solution and 

distance from the worst solution. 

The alternative with the highest 

relative closeness is considered the 

most preferred. 

Generate a partial ranking of 

alternatives based on pairwise 

comparisons for each criterion. 

These partial rankings are 

aggregated to obtain an overall 

ranking using various aggregation 

methods. 

Sensitivity Analysis 

Allow for sensitivity analysis to assess the 

robustness of results by examining the 

impact of changes in criteria weights. 

Do not inherently include sensitivity 

analysis, but variations such as 

fuzzy TOPSIS allow for uncertainty 

analysis. 

Perform sensitivity analysis to 

evaluate the stability of rankings 

with respect to changes in 

preference functions or criteria 

weights. 

Moreover, a new trend is to combine the classical multicriteria optimization approaches with incremental learning. 

This combination can make decision-making processes dynamic by incorporating continuous learning and adaptation 

to new data. For example, dynamic criteria and alternative evaluation using fuzzy models and rough sets have been used 
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to deal with decision-making in a big data environment [33]. Also, Reinforcement learning has been used to adjust the 

AHP model based on the success or failure of previous decisions, leading to improved decision-making over time [34]. 

3. AI-Based Modeling and Prediction for Material Design 

Currently, a large number of works on AI-based material design deal with modelling and prediction of materials 

compositions, structures (e.g., porous structure, surface textures, microstructures) and functional properties (e.g., heat 

and water flow dynamics) as well as relevant feature selection/extraction by learning from experimental data. The AI 

techniques can effectively support designers in finding relevant materials composition for a given functional property 

or product performance and, discover new materials with expected features, and preventing structural changes in the 

wrong direction. Most of these works (about 81% of papers on AI-based material design indexed in ScienceDirect) 

adopted various models of neural networks (including CNNs). These works are generally based on the existing ANN 

models (e.g., MLP, SVM, CNN) mentioned previously in Section 2. However, some special ANN models (e.g., physics-

informed neural network (PINN) [35] and meta-surface ONN [36]) have been developed for the adaption of prediction 

models to various physical environments. 

Moreover, computer vision techniques are usually used to extract information on material surfaces and structures 

from images or videos, which are considered non-destructive testing methods. For example, AI techniques (e.g., SVM, 

CNN) have been combined with image analysis (filtering, classification) to realize Structural Health Monitoring for 

quality control, flaw detection and performance prediction in advanced concrete materials [37]. The combination of 

material, visual data and physically measured data enables to enhance designer’s understanding of materials further and 

improves the prediction capacity of ANN models. Several representative AI-based material design cases are described 

below, dealing with material structure design, meta-surface design, thermal flow prediction, and porous composite design.  

An artificial intelligence-aided design strategy has been proposed in [38] for controlling lattice structures to obtain 

results close to the target anisotropy properties. This study is composed of two main steps. First, several 3D-CNN neural 

networks are used to predict the mechanical properties of filled lattice structure models. Second, several genetic 

algorithms are used to control the subunits of the lattice meta-structures in order to fill these lattice structures and 

intelligently design different anisotropies. The proposed 3D CNN models will replace the homogenization computation 

process, which is time-consuming. This treatment will enable the quick prediction of equivalent mechanical properties 

of lattice structures with any geometrical and material parameters. Next, the mesoscale design domain is divided into 

several subunits according to the encoded metaplot. At the last stage, a genetic algorithm is used to automatically adjust the 

combination type of the lattice structures for the involved subunits according to the predefined target anisotropic properties. 

Recently, deep learning methods, i.e., graph-neural networks (GNNs), generative adversarial networks (GANs) 

and variational autoencoders (VAEs), have also been used to model material structures [39]. Especially, GANs enable 

the generation of realistic new material structures by setting up generative models based on random noises [40] due to 

their capacities to overcome the limitations of small experimental datasets, discover novel material compositions or structures 

and quickly training models for adaptation to various material properties. VAEs enable encoding and decoding materials 

structures into latent spaces to form generative models, leading to easier interpolation and manipulation [41]. 

The features of meta-surface miniaturization and its integration into advanced semiconductor processes have 

attracted numerous researchers. Traditional meta-surface design often requires experienced designers to master 

professional knowledge and skills. Therefore, design work has become rather difficult and time-consuming when the 

complexity of meta-surface design increases. The application of artificial intelligence in meta-surface design work has 

effectively reduced its development time and complexity. In this context, the meta-surface optical neural network (ONN) 

model has been constructed due to its high bandwidth, internal parallel computational mechanism, and high 

interconnectivity, enabling it to accelerate the efficiency of both software and electronic hardware [36]. The meta-

surface ONN model can effectively code meta-surfaces based on dielectric material unit structures, which are hidden 

layers in optical neural networks. 

The AI techniques are also used to model the thermal flow dynamics based on the Powell-Eyring non-Newtonian 

fluid law when the free stream condition is identical to stretching at the surface [42]. In this study, the temperature and 

concentration flow variables are considered simultaneously. Both injection and suction processes are realized at the 

surface. First, Partial Differential Equations (PDEs) are used to construct a mathematical model. The Lie symmetry 

Theory is used to develop a scaling group of transformations (SGT). Next, SGT is used to reduce the complexity of 

PDEs. The numerical solutions to these reduced PDEs can be obtained using shooting methodology. An ANN model is 

built to predict the skin friction coefficient (SFC) from the Powell-Eyring and suction parameters. 
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Another important issue in material design is accurately modeling and accurately modeling and predicting the fluid 

dynamics of water flow through porous media. For example, an accurate prediction of the speed of water flow inside 

the porous media will enable the computation of pressure drops. Computational fluid dynamics (CFD) are usually used 

to predict fluid dynamics. This classical method is efficient in terms of computational accuracy, but its computation 

load is rather heavy for more complex material geometries or fluid flow conditions. It has been revealed from practical 

cases that AI algorithms can realize the prediction of properties of fluid dynamics from physically measured data with 

reduced computational time and better prediction performance than classical computational laws. One example is 

provided in [43], in which computational fluid dynamics of water flow inside a pipe filled with copper porous media 

has been predicted by using the fuzzy bee algorithm (BAFIS), enabling the map of the generated CFD data to inlet 

velocities of several predefined flows. 

The most important feature of porous composites is their special and diverse geometries related to material 

distribution, providing unique freedom in the design and optimization of structures. The morphology of internal pores 

is strongly related to special mechanical, chemical, biological, and electronic properties, making this new 

material/structural form appealing. There are two major categories of AI-based studies for mechanical analysis on 

functionally graded porous structures [44]. A straightforward means is to model relations between the material design 

parameters (lattice, honeycomb, and foam mesoscopic details) and the mechanical behaviors using machine learning 

techniques, enabling threduction of complex conventional computations based on physical laws. One example is 

provided by Chen et al. [45], who first adopted conventional neural networks to recognize the 2D RVE images of metal 

foams and the corresponding compressive stiffnesses and then realized an uncertainty analysis on the bending of functionality 

graded porous beams considering the prediction error rate of neural networks. Another research orientation is to simplify the 

solving of partial differential equations as governing equations of mechanical properties (bending, buckling, and vibration) 

with the aid of data mining algorithms without processing the porosity details. In this context, Bazmara et al. [35] proposed 

a physics-informed neural network (PINN) in order to predict the nonlinear bending responses of 3D FG porous beams. They 

highlighted that this model is much better than the classical finite difference method in terms of rapidity. 

Uncertainty, usually occurring in material structures, can be modelled and analyzed using fuzzy techniques and 

combinations of fuzzy logic and neural networks. One example is the design of textile-reinforced concrete structures 

under the conditions of non-traditional uncertainties [46]. This study utilizes a finite element to model folded-plate 

structures. This so-called multi-reference-plane model (MRM) can effectively characterize the structure’s performance 

strengthened by textile-reinforced concrete (TRC) layers using multi-Kirchhoff kinematics. Both experimental and 

numerical simulation results demonstrate that TRC’s structural responses strongly depend on the spatial and temporal 

variation of uncertain material and geometry. For this purpose, this study focuses on modeling the generalized 

uncertainty caused by material and geometric parameters by using fuzzy techniques. The uncertainty models and the 

MRM are combined to form a fuzzy stochastic finite element model. In another study [47], an adaptive fuzzy neural 

network has been used to extract fuzzy rules directly from experimental data and model material properties. This model 

enables the prediction of material strength based on material compositions and its geometric microstructure. Compared 

with the results obtained by classical methods such as multiple statistical analysis, fuzzy regression and neural networks, 

the fuzzy neural network shows good performances in learning accuracy, generalization and interpretation. 

One important trend in AI-based material design is to combine various AI tools in order to promote the materials 

discovery cycle by integrating data-driven modeling, simulation, and optimization techniques. For example, a study 

combining several AI tools has been proposed in [39] to address two key challenges in the design of ceramic 

electrochemical cells: (1) identifying the optimal doping level and stoichiometric or mixing ratio leading to maximizing 

the materials’ conductivity, compatibility, stability and catalytic activity, and (2) reducing negative side effects such as 

phase segregation or degradation caused by infiltration, doping, mixing and exsolution. In this study, AI has been used 

to predict the optimal composition for a given property or performance target by exploring various combinations of 

elements or compounds, creating new and superior materials with better performances for the electrolyte and electrode 

materials. In general, ANNs and other data mining approaches can effectively address these two challenges by 

predicting the optimal material composition for a given property and discovering new materials with expected 

performance features. Moreover, maintaining the material structural stability and compatibility is another challenge in 

material design. One solution to address this challenge is to manipulate the materials’ crystallographic arrangement and 

defect configuration to tune their transport and catalytic properties. In this situation, ANNs and other data mining 

approaches can be used to model the defect chemistry and thermodynamics of the materials and design new structures 

with improved performance features and stability. Finally, optimization of the material microstructural parameters is 

also a challenge that requires integration of the morphology, porosity, grain size, and grain boundary to enhance their 
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transport and reaction properties while maintaining their mechanical integrity and durability in thermal and 

electrochemical stress conditions. However, this challenge also gives an opportunity to create new and effective 

microstructures with improved properties by optimally combining the shape, size, orientation, and distribution of the 

grains and pores. This opportunity can be realized by using AI to simulate the material manufacturing and sintering 

processes and by optimizing the microstructure parameters for given material properties or functionalities. 

4. Multicriteria Optimization 

Multicriteria optimization techniques, including problem-based optimization approach and decision space 

exploration-based approach, mentioned in Section 2, are playing a crucial role in material design due to several 

important reasons: 

(1) Balancing Conflicting Objectives: Material design often involves optimizing multiple conflicting objectives or 

criteria. For example, a material may need to possess high strength, durability, and low cost simultaneously. 

Multicriteria optimization techniques enable researchers to find trade-offs and compromises between these 

conflicting objectives, allowing for the development of materials that meet diverse requirements. 

(2) Enhancing Performance: Multicriteria optimization enables the design of materials with enhanced performance 

across multiple dimensions. By considering various criteria such as mechanical properties, thermal conductivity, 

electrical conductivity, and environmental impact simultaneously, researchers can identify material compositions 

and structures that offer superior overall performance compared to single-criterion optimization approaches. 

(3) Tailoring Material Properties: Multicriteria optimization facilitates the customization of material properties to 

suit specific applications or requirements. By considering multiple criteria, designers can fine-tune material 

compositions, microstructures, and processing parameters to achieve desired combinations of properties, enabling 

the development of materials with tailored functionalities for diverse applications. 

(4) Optimizing Across Multiple Scales: Material design often involves optimization across multiple length scales, 

from atomic and molecular levels to macroscale properties. Multicriteria optimization techniques can integrate 

information from different scales and disciplines to design materials with optimized performance across the entire 

length scale spectrum, enabling the development of multiscale materials with superior properties and functionalities. 

(5) Accounting for Uncertainty and Variability: Multicriteria optimization provides a framework for accounting 

for uncertainty and variability in material properties and performance. By considering multiple criteria and 

incorporating uncertainty quantification techniques, researchers can assess the robustness and reliability of material 

designs under different operating conditions and environmental factors, leading to more resilient and adaptable materials. 

(6) Promoting Sustainable Design: Multicriteria optimization can help promote sustainable material design by 

considering both performance criteria and environmental, social, and economic factors. By incorporating 

sustainability metrics (such as Life Cycle Analysis indicators) into the optimization process, researchers can 

identify materials with reduced environmental impact, improved resource efficiency, and enhanced social 

acceptability, contributing to the development of more sustainable and eco-friendly materials. 

The current studies dealing with multicriteria optimization are mostly based on evolutionary algorithms to find the 

most relevant technical parameters that meet the user’s requirements on material functional and visual performances. 

There are also some studies on decision-making by selecting the most relevant alternatives from a finite set of candidates 

(design schemes or raw materials). Many works on material design combine different approaches (multicriteria 

optimization, modelling of relations between technical parameters and product performances, visual and functional 

simulations) in a complementary way in order to find the most relevant design solution. Several typical cases of multi-

objective optimization for material design are described below.  

Considering simultaneously multiple conflicting properties in alloy optimization design is necessary yet remains 

challenging. A strategy combining machine learning and multi-objective optimization based on thermodynamic 

simulation data was proposed to accelerate the composition design of Ni-based superalloys [48]. The material 

microscopic parameters were identified using Pearson correlation analysis and domain knowledge and then taken as the 

key factors affecting tensile strength and elongation. The Multi-Objectives Evolutionary Algorithm (MOEA) was used 

to search for a well-built surrogate by learning meta-heuristically for the Pareto front of three objectives and its 

responding Pareto optimal solution set of composition. Next, nine high-performance superalloy samples selected from 

the obtained Pareto front were fabricated and tested in the laboratory. A new composition among the nine tested samples 

was taken as the best one according to three pre-defined desired values of the following design criteria: the solvus 

temperature, volume fraction, and TCP phase content. This strategy, based on the cooperation of machine learning and 
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MOEA extends the methodology for multi-composition and multi-property design materials, which can simultaneously 

optimize multiple conflicting objectives rather than do one by one. 

Ducobu et al. [49] give a study on the identification of input parameters of finite element model of the cutting 

process, i.e., material constitutive and friction models parameters, by integrating an Efficient Global Optimization (EGO) 

algorithm and an ALE orthogonal cutting model (Arbitrary Lagrangian-Eulerian formulations: solving partial 

differential equations (PDEs) that characterize the performance of materials under various conditions of solid mechanics 

and structural analysis.) into Coupled Eulerian-Lagrangian (CEL) formulations. The parameters identified by applying 

the proposed EGO surrogate-guided optimization method to an ALE-Eulerian model at an uncut chip thickness of 0.1 

mm have been introduced to a CEL model. 

Multi-objective optimization has also been involved in multifunctional material design in order to satisfy complex 

customer requirements and specifications with a reduced and optimized design cycle. Deng et al. [50] proposed an 

optimization method for designing multifunctional textile materials using intelligent techniques to determine a relevant 

operation setting space, which can help designers quickly realize a set of representative prototypesrealize a set of 

representative prototypes. In this approach, an appropriate online method for designing experiments has been developed 

to help designers recursively estimate the most appropriate values of design factors with a very small number of trials. 

In this online design of experiments, the values of design factors for new trials are determined according to the results 

obtained in previous trials. The proposed design support system enables combining experimental data and human 

knowledge on material design by using fuzzy rules techniques. The weights of quality restrictions and the thresholds 

for the degree of product acceptability and the reward probability are generated based on the professional knowledge 

of product/material experts and process operators. 

Simonetti et al. [51] applied evolutionary optimization techniques to a specific multi-objective optimization 

problem, i.e., minimization of the Von Mises maximum stress and minimization of the maximum growth of the 

structure’s internal strain energy. The global weighting method and the global criterion method have been proposed to 

achieve both the minimization of the maximum stress and the strain energy for optimizing the topology of two-

dimensional elastic structures. Genetic algorithms have been used to remove inefficient materials and regions where the 

magnitude of stress or strain energy is relatively limited.  

In Nagamadhu et al. [52], an approach of Multiple Criteria Decision Optimization helped to select the best material 

composites by evaluating the Ghatti gum reinforced with epoxy at various percentages with the multiple criteria of 

impact, tensile, hardness, and flexural properties. The weights for these mechanical properties have been assigned 

according to the Criteria Importance Through Inter-Criteria Correlation (CRITIC). The Entropy Method, Preference 

Selection Index (PSI), Multi-objective Optimization using the Basis of Ratio Analysis (MOORA), COMbinative 

Distance-based ASsessment (COMDAS), VIekriterijumsko KOmpromisno Rangiranje (VIKOR), Technique for Order 

of Preference by Similarity to Ideal Solution (TOPSIS) methods have been used to analyze the materials selection, 

optimize and grade combination of Ghatti gum weight fraction, leading to the best mechanical properties. From this 

approach, it has been found that 10% gum Ghatti exhibited the best mechanical properties. 

Heat transfer augmentationusing nanomaterial particles in the base fluid has gained great attention in recent years. 

In this context, the design parameters for reaching the optimum performance of alumina nanomaterial particles and 

turbulence promotors in heat exchangers have been selected [53]. In this study, the AHP-TOPSIS technique has been 

applied to determine the optimal performance parameters in a heat exchanger and identify the best feasible option with 

simultaneous consideration of all the performance parameters dealing with friction as well as thermal features of a 

circular tube, i.e., length of twist, width of twisted tape; diameter protrusion, height of protrusion and nanoparticle 

concentration.  

5. Hybrid Modeling Approaches 

The use of hybrid modelling approaches, especially those combing physical-chemical computational laws and data 

mining-based models, has become an important trend in various scenarios of AI-based material design. The combination 

of data mining-based modeling, multicriteria optimization, and performance simulation has already been described in 

Section 4 and Section 5. Several cases of a combination of various models are described below.  

In the design of advanced ceramic electrochemical cells, data mining approaches have been combined with the 

classical computational methods, such as density functional theory (DFT), molecular dynamics (MD), and finite element 

method (FEM), to develop hybrid models that leverage the strengths of both approaches [39]. In practice, data mining 

approaches can generate reduced-order models or surrogate models that can approximate the solutions of FEM simulations. 
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Parhi et al. [54] optimized the critical parameters of self-compacting geopolymer concrete (SCGC) with the 

objective to maximize compressive strength. This optimization process is very important for sustainable development. 

In this approach, a large representative database was carefully constructed by integrating data from various publications, 

with Fly ash and GGBFS serving as essential binders. Before the development of the machine learning model, a 

preprocessing process was implemented to ensure data quality. In order to optimize the overall material performances, 

three machine learning base models (AdaBoost, Random Forest Regressor, XGBoost) were adopted and their 

hyperparameters were diligently fine-tuned by using effective spotted hyena metaheuristic optimization technique. A 

hybrid model and a meta-learner were developed based on these three base models. This hybrid model outperformed 

other models due to its superior accuracy and generalizability. The hyperparameters of the hybrid model were further 

fine-tuned using metaheuristic methods to maximize its performance. This hybrid modeling process uses the strengths 

of individual models, i.e., three base models (AdaBoost, RFR, and XGBoost) by combining them in a complementary 

way to create a robust and accurate overall predictive model. The Extreme Learning Machine techniques were used to 

enhance the overall prediction performance. 

Sustainability has been widely recognized as an added value in all engineering areas, including material design. A 

sustainable material design must consider both performance criteria and environmental, social, and economic factors in 

environmental research. Especially, CCUS (Carbon Capture, Utilization, and Sequestration) for decarbonizing energy 

and industries is a relevant measure to reduce the greenhouse effect. In this context, the AI-based design approaches 

usually combine modeling with multiple sources, multicriteria optimization, and simulation simultaneously. Al-Sakkari 

et al. [55] proposed a study for identifying the need for robust hybrid evaluation tools for CCUS modeling, simulation, 

and optimization based on the combination of artificial intelligence and related mechanisms (e.g., physical and chemical 

laws). sThus, the involved computational technologies for CCUS must enable the model related processes for CCUS, 

while evaluating the need for improvements or new developments to reduce the overall costs of CCUS system design 

and operations. In this study, the used techniques include first principles (physical laws)-based models for characterizing 

mass/energy conservation and equilibrium/thermodynamic relations (e.g., 3D computational fluid dynamics) and data 

mining-based models with different methods (ANNs, SVMs, decision trees, Random Forest, …) for the same relations. 

In the first-principles-based modelling, the complex multi-physics systems are modelled using commercial and robust 

software such as COMSOL and ANSYS. Besides, this paper also introduces a method of life cycle assessment (LCA) 

to evaluate CCUS systems, in which a combination of LCA and AI approaches is used. Other advanced methods using 

AI capabilities can be developed to optimize the whole CCUS value chain. This hybrid modeling approach can 

effectively accelerate the selection of optimal materials by providing relevant rules which accelerate the design of 

capture/utilization plants. Moreover, deep reinforcement learning coupled with process simulations will further improve 

process design/operations by simultaneously optimizing equipment sizing and operating conditions, and generative 

deep learning can be used as a key solution to optimize capture/utilization materials design/discovery. 

6. Conclusions 

This paper gives a comprehensive review of the applications of various AI techniques to advanced material design. 

Concretely, the basic concepts and fundamental methods frequently used in AI-based material design, as well as their 

representative real cases, have been systematically presented, providing a guideline to researchers in material design 

and development. The main application cases are diversified, covering not only control and optimization of multiscale 

structures (e.g., porous structures) in materials and their functional properties (e.g., heat flow and water flow) but also 

sustainable material design comprehensively taking into account multiple criteria (e.g., functional properties, costs, 

environmental impacts) in a balanced way. The research theme of AI-based material design is developing in breadth 

and depth. It is not limited to the optimization of a single design operation with data mining only but has a strong trend 

to hybrid modelling approaches by combining relevant AI techniques and classical physical and chemical laws as well 

as dynamic simulation of material functional and aesthetic performances in its various stages of implementation and 

use. Integrating various AI techniques to support the whole design process instead of a single design stage will be 

interesting for material designers. For this purpose, we consider that a complete material design environment can be 

created, covering digital twins of designed materials, involving implementation processes and users. The interactions 

between the real and digital design environments can be optimized using AI decision support tools with online 

comparisons between the predicted and real material performances. In this situation, the material prediction models will 

be quickly adjusted according to new data extracted online from the real design environment.  
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